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I. Introduction

A. Overview of DNA Base Excision Repair
DNA was selected over the course of evolution as

the ideal molecule for coding and storing the genetic
blueprint of life. One primary driving force for
selecting DNA as the repository for this critical
information is the intrinsic stability of its chemical
bonds, which are remarkably resistant to chemical
attack by solvent and exogenous chemical agents.
Despite the high stability of DNA in chemical terms,
its stability with respect to ensuring the preservation
of its coding content is far less than infinite. This
sensitivity arises from the fact that damage to a
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single codon in a genome of three billion base pairs
can result in catastrophic consequences to the orga-
nism. Thus, there has been an equally strong driving
force for the evolution of enzymatic machinery that
efficiently recognizes and repairs damage to the infor-
mation content of DNA. By necessity, these enzymes
must change the covalent structure of DNA to initiate
the repair process and must therefore possess con-
siderable catalytic power to cleave the bonds that

were in themselves selected for stability. It is the
focus of this review to examine the chemical basis
for catalysis of a subset of these important enzymes,
the DNA glycosylases.

DNA glycosylases are the opening act in a highly
conserved process for excision of damaged bases in
DNA called the base excision repair pathway (BER,
Figure 1).1,2 This pathway is most simply viewed as
consisting of two steps: damaged base excision by a
DNA glycosylase, followed by base replacement that
is catalyzed by the consecutive action of at least three
enzymes. As detailed in Figure 1, DNA glycosylases
are faced with the task of cleaving the carbon-
nitrogen bond that connects the anomeric carbon of
the sugar to the nucleobase, known as the glycosidic
bond, thereby producing two products: an abasic site
in the DNA and the free damaged base. As will be
discussed below, glycosylase enzymes may be broadly
classified as monofunctional or bifunctional.

1. Repair Initiated by Monofunctional DNA Glycosylases
Monofunctional DNA glycosylases are hydrolase

enzymes that simply use a water molecule to attack
the anomeric carbon of the damaged nucleotide
(Figure 1). The resulting abasic product is one of the
most cytotoxic lesions that can be found in DNA3-5

and must be efficiently excised in the base replace-
ment segment of BER. Removal of the abasic nucle-
otide begins through the action of an abasic site
endonuclease (AP endo) that hydrolytically cleaves
the 5′ phosphodiester linkage of the abasic site in a
Mg2+-dependent reaction,6,7 resulting in a 3′ hydroxyl
and a 5′ phosphate abasic nucleotide. The 3′ hydroxyl
of the neighboring nucleotide provides the required
nucleophile for template directed addition of the
correct dNTP through the action of a small, bifunc-
tional DNA repair polymerase (pol â).8,9 This remark-
able polymerase possesses an additional 9 kDa lyase
domain which directs attack of a conserved lysine
residue at the aldehydic carbon of the ring open form
of the abasic nucleotide. The resulting Schiff base
electron sink can then facilitate cleavage of the
phosphodiester linkage on the 3′ side of the abasic
nucleotide via a â elimination mechanism (Figure 1).
This elegant reaction produces a nick in the DNA
which is sealed by DNA ligase I or III in an ATP-
dependent reaction that connects the 3′ hydroxyl of
the newly inserted nucleotide with the 5′ phosphate
of its neighbor, completing the repair process.

2. Repair Initiated by Bifunctional DNA Glycosylases
Bifunctional glycosylases differ from their mono-

functional counterparts by their use of an active site
amine nucleophile rather than water.10,11 In addition
to expelling the damaged base in the glycosidic bond
cleavage reaction, this amine nucleophile also serves
as a Schiff base electron sink to facilitate a subse-
quent â elimination reaction in which the 3′ phos-
phate of the abasic nucleotide is expelled. Thus, this
secondary activity of the bifunctional glycosylases
efficiently replaces the lyase function of pol â (Figure
1). Accordingly, bifunctional glycosylases only require
DNA polymerases such as pol δ or ε, which do not
have lyase domains, to complete the repair process
(Figure 1).
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Although the above-described single nucleotide
replacement pathway is highly prevalent, depending
on the type of damage lesion and whether the lesion
is repaired by a monofunctional or bifunctional
glycosylase, other repair polymerases (i.e., pol δ or
pol ε), or endonucleases (i.e., FLAP endonuclease)
may become involved (Figure 1), leading to the
excision and filling in of three additional nucleotides
on the 3′ side of the original damaged site (“long

patch repair”).12,13 Long patch repair may also be
necessary when the abasic site has been damaged so
that it is no longer a substrate for the AP lyase re-
action catalyzed by pol â. The enzymes involved in
short patch and long patch BER in mammals are
indicated in Figure 1, along with their substrates and
products. The reader is referred to other reviews for
a discussion of other accessory proteins that are
involved in short and long patch repair.14

Figure 1. Two pathways for base excision repair of damaged bases in human DNA. These pathways are both comprised
of an initial base removal step that involves a monofunctional (MF) or bifunctional (BF) glycosylase. Short patch repair
involves the excision and replacement of the damaged nucleotide only, while long patch repair involves the removal of an
additional 3 or four nucleotides 3′ of the damage site (see text). Although short patch and long patch repair are depicted
for MF and BF glycosylases, respectively, these alternative replacement pathways can be operative for either type of
glycosylase product. Abbreviations: AB endo, abasic site endonuclease; pol â, DNA polymerase â; pol δ, DNA polymerase
δ; pol ε, DNA polymerase ε; FEN 1, FLAP endonuclease; Lig, DNA ligase.
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3. The Range of Chemical Damage to DNA Bases

The types of damage that may be incurred to DNA
bases is varied and in many cases unavoidable in the

aqueous milieu of the cell (Table 1). The general
categories of base damage range from hydrolytic
deamination of the exocyclic amino groups of cy-
tosine, guanine, and adenine, alkylation of the elec-

Table 1. Common Types of Damaged Bases Found in DNA
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tron rich heteroatoms of purine and pyrimidine bases
by endogenous or exogenous electrophiles, and oxida-
tive reactions of both purines and pyrimidines by
reactive oxygen species.1 In addition, absorption of
short wavelength UV light by the 5,6 double bond of
two thymine residues adjacent to one another on the
same strand of duplex DNA may lead to spontaneous
formation of pyrimidine dimers in which the electrons
within the 5,6 double bonds have rearranged to form
a cyclobutane ring (Table 1).15 As will be emphasized
in this review, each type of base damage elicits a
change in the covalent structure and electronic prop-
erties of the base that has a major impact on both
the recognition and catalytic mechanisms for enzy-
matic repair. Indeed, the stability of the glycosidic
bonds for the types of base damage shown in Table 1
vary by over 6 orders of magnitude (see below), which
indicates that individual glycosylases encounter cata-
lytic problems of immensely different scale.

B. Scope of Review
This review will emphasize developments since the

last review of DNA glycosylases in this journal in
1998.16 Rather than attempting to serve as a com-
prehensive encyclopedia of these enzymatic reactions,
the approach here will be problem based. That is, the
focus will be on the general biophysical and chemical
problems that each of these enzymes must overcome,
with a decided emphasis on studies that most clearly
illuminate the particular mechanistic aspect under
consideration. We will begin by examining the chemi-
cal problem of glycosidic bond cleavage in nucleosides
with the aim of uncovering the intrinsic energetic
barriers that glycosylase enzymes must overcome.
Then the enigma of the damage site search and
recognition mechanism will be considered, where
once again, basic physical principles and the dynamic
nature of the DNA substrate will be used to examine
the viability of possible mechanistic alternatives.
Finally, using representative enzyme examples, the
two key steps in the overall enzymatic process of
damaged base removal will be considered: the extru-
sion of the damaged base from the DNA duplex into
the enzyme active site (“base flipping”), and the
catalytic step of glycosidic bond breakage. Our intent
is to corral observations from different studies and
hopefully reveal commonalities in mechanism that

are revealing of function. The reader is referred to
numerous previous reviews on DNA repair glycosy-
lases that have covered other important aspects of
these enzymes ranging from structure,14,17 biology,18

and evolutionary relationships.19,20 The representa-
tive DNA glycosylases that will be considered in this
review are listed in Table 2. These enzymes were
chosen because they catalyze reactions with sub-
strates that cover a wide range of structure and
because structural and mechanistic studies have
progressed most rapidly in these systems. We apolo-
gize to our colleagues for the omission of excellent
work that fell outside the scope of this review.

II. Glycosidic Bond Hydrolysis: The Intrinsic
Chemical Problem

A. Estimating the Power of DNA Glycosylases
The native purine and pyrimidine nucleotides in

DNA have distinct chemical properties that dictate
the types of damage that each may incur (Table 1),
but also limit the possible mechanisms for catalyzing
glycosidic bond cleavage in solution and in the active
sites of enzymes. The mechanisms for glycosidic bond
cleavage of normal 2′ deoxyribonucleosides and their
2′ hydroxyl counterparts have been studied exten-
sively by physical organic chemists over the last 50
years, and such studies provide a foundation for
understanding the chemical barriers that enzymes
must overcome to accelerate these reactions.21

It is instructive to estimate the range and magni-
tude of the catalytic problems that are faced by DNA
glycosylases using the approach of Wolfenden 22

(Figure 2). In this analysis, the rates for the nonen-
zymatic hydrolysis reactions (knon) are compared to
the maximal rates for the corresponding enzymatic
reactions (kenz), and the ratio kenz/knon is a measure
of the catalytic power of the enzyme. In free energy
terms, ∆∆Gact ) -RT ln (kenz/knon) is the difference
free energy between the activation barriers for the
enzymatic and nonenzymatic reactions. In other
words, ∆∆Gact provides the magnitude of the activa-
tion barrier lowering by the enzyme. The lengths of
the vertical lines in Figure 2 are proportional to this
difference free energy. At neutral pH and 25 °C,
normal purine and pyrimidine deoxynucleosides are
highly resistant to hydrolytic cleavage of the glyco-

Table 2. Representative DNA Repair Glycosylases

general class
of damage enzymes substrate organismsa

monofunctional (M)
or bifunctional (B)

mismatched purine MutY A:8oxoG b, h M
A:G

oxidized purine FPG 8oxoG:C b B
hOGG1 8oxoG:C h B

pyrimidine UDG U:A b, h M
U:G
ssU

MUG U:G, eC:G M
TDG U:G, eC:G M

cyclobutane dimer PDG T∧T T4 phage B
alkylation AlkA 3-meA, other purines b M

AAG 3-meA, other purines h M
TAG 3-MeA, 3-MeG b M

a b, bacteria; h, human.
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sidic bond with half-lives for hydrolysis of about 220
years,23-26 and the enzymes that accelerate these
reactions have catalytic powers in the range 107-
1012-fold.27-31 In contrast, the spontaneous hydrolyses
of alkylated purine nucleosides occurs with half-lives
as short as 30 min.32 The catalytic power of the
enzymes that remove positively charged alkylated
purine bases is 107-1011-fold less than the enzymes
that recognize neutral bases (Figure 2). It is a
common observation that the catalytic power of
enzymes correlates with the slowness of the sponta-
neous reactions, rather than the rapidity of the
enzymatic reactions, which tend to fall in a rather
narrow range of rates.22 Thus, it appears that DNA
repair glycosylases have evolved to remove bases as
rapidly as is required by the evolutionary selection
mechanism, which is likely determined by two fac-
tors: the probability of incurring a given type of
chemical damage, and the average time between
damage occurrence and DNA replication.

B. Nonenzymatic Glycosidic Bond Hydrolysis in
Deoxynucleosides

1. The Role of the Leaving Group Base
The mechanisms and reactivities of purine and

pyrimidine nucleosides to glycosidic bond hydrolysis
are very dependent on the relative acidities of various
functional groups on the leaving group bases (Figure
3A). This dependence reflects the profound activating
effect of base protonation, which makes the leaving

group base more electron deficient, thereby accom-
modating the increased electron density that develops
during glycosidic bond cleavage. For instance, hy-

Figure 2. Catalytic powers of representative DNA glyco-
sylases at neutral pH and ambient temperatures. The rate
enhancements of DNA glycosylases may be estimated from
the spontaneous rates of hydrolysis of the free deoxy-
nucleosides and the corresponding enzymatic rate. The
spontaneous hydrolysis rate constants shown here were
calculated from the values reported in refs 23-26 and, if
necessary, were corrected to 25° (deoxyuridine) or 37° (all
others) using the Arrhenius equation and the measured
activation enthalpies. The enzymatic rate constants were
obtained from refs 27-31 and, with the possible exception
of TAG, are single-turnover rate constants.

Figure 3. Catalysis of nonezymatic glycosidic bond cleav-
age and the acidities of pyrimidine and purine leaving
groups. (A) pH dependence of the nonenzymatic glycosidic
bond hydrolysis reactions of the four naturally occurring
DNA nucleosides in water (reprinted from ref 24, copyright
1969 American Chemical Society. (B) pKa values of proton
acceptor sites on purine and pyrimidine bases. pKa values
are from refs 193,194, 195, and 34.
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drolysis of adenosine or guanosine shows an apparent
first-order dependence on proton concentration over
the entire pH range -3 to 9 reflecting the require-
ment for rapid equilibrium protonation of the en-
docyclic nitrogens of these purine bases before bond
cleavage (Figure 3B). It is important to note that
there is a striking absence of a pH independent
hydrolysis reaction for purines (Figure 3B), indicating
that the pathway involving expulsion of the proto-
nated base predominates over the accessible pH
range.23 In contrast, the pyrimidine nucleosides de-
oxyuridine and thymidine both show pH independent
hydrolysis reactions over the pH range ∼2 to 9
(Figure 3B).

Why is a pH-independent hydrolysis pathway
observed for pyrimidine nucleosides but not purines,
even though the pKa values for the leaving glycosidic
nitrogens are both about 9.5 (Figure 3A)? This result
arises because the pKa values for the exocyclic oxygen
atoms of pyrimidine bases (pKa (O2) ) -2.98) 33 are
about 7 log units lower than those of the endocylic
nitrogen atoms of purines (pKa ∼ 3-4) (Figure 3A);
thus the concentration of the protonated pyrimidine
leaving group is insignificant at pH values greater
than about 3, resulting in a change to a pH indepen-
dent pathway involving expulsion of the pyrimidine
anion. This change in pathway never occurs for
purine bases because the protonated base is always
present at a significant concentration at all accessible
pH values. These considerations largely account for
the observed mechanistic differences between the
nonenzymatic glycosidic bond cleavage reactions of
purines and pyrimidines. As will be pointed out later,
these conclusions have direct bearing on the observed
mechanisms for the corresponding enzymatic reac-
tions.

The final general class of nucleobase leaving group
is the cationic alkylated purine base. Nucleosides
containing such bases are quite reactive, but their
reactivity requires invocation of no special mecha-
nisms. For instance, 7-Me-dG is 26 000 times more
reactive than dG at neutral pH,25 reflecting the
powerful activating effect of alkylation, which simply
mimics the effect of protonation, thereby lowering the
pKa of the N9 leaving group by 4.1 log units. Thus,
at neutral pH values, alkylated purines react with
the vigor of their protonated purine analogues.
Similar activating effects of alkylation are observed
for adenosine, once again reflecting the improved
quality of the nitrogen leaving group that mimics the
effect of protonation.32,34 The preactivation of these
purine leaving groups by alkylation suggests that
enzymes that act on these unnatural cationic bases
may not require mechanisms for base activation that
involve strong hydrogen bonding or proton transfer.
Once again, this inference based on chemical intu-
ition appears to be substantiated by the structures
and mechanisms of some enzymes that recognize
alkylated purines (vide infra).

2. The Role of the Deoxynucleoside Sugar
Most mechanisms for involvement of the furanose

sugar in nonenzymatic glycosidic bond cleavage
invoke conformational changes in the sugar ring that

promote orbital interactions that facilitate bond
cleavage.35-37 These hotly debated mechanisms in-
volve stereoelectronic effects in the ground state or
transition state of these reactions.38 Sugar ring
conformations that promote overlap of a lone pair of
electrons on the furanose oxygen with the vacant σ*
orbital on C1′ produce an electronic stabilization
called the “anomeric effect” (Figure 4A). The ener-

getic magnitude of the ground state anomeric effect,
which falls in the modest range of 1-2 kcal mol for
deoxynucleosides, depends on the square of the
overlap between the donor and acceptor orbitals and
is inversely dependent on the energy difference
between these orbitals. It is important to realize that
the ground-state anomeric effect stabilizes the ground
state (i.e., favors conformations that allow the orbital
overlap). Thus, the stabilizing effect must increase
in magnitude as the transition state is approached,
or it will serve to increase the activation barrier for
glycosidic bond cleavage.39

Figure 4. Stereoelectronic control and conformational
aspects of glycosidic bond hydrolysis reactions of furanose
sugars. (A) The anomeric effect and the antiperiplanar lone
pair hypthesis (ALPH) arise from the interaction of a lone
pair of electrons on the sugar oxygen with the adjacent
empty antibonding σ* orbital of the C1′ carbon. This
arrangement increases the O4′-C1′ bond order and de-
creases the bond order to the leaving group nitrogen. Sugar
conformations that allow the ground-state anomeric effect
are stabilized relative to conformations that do not, but this
effect is quite small (1-2 kcal/mol). (B) Potential energy
differences between the most stable 2′ endo conformation
of a deoxynucleoside and the two high-energy conforma-
tions that allow maximal hyperconjugation from the σ-bond-
ed electrons of the 2′ CH bonds to C1′ in a dissociative
transition state.42 (C) Optimal orientation of the 2′ CH
bonds relative to the vacant p orbital on C1′ for stabiliza-
tion of a oxacarbenium ion transition state. Such an
orientation is achieved in either the 3′ exo (shown) or 3′
endo sugar pucker.
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The kinetic anomeric effect is often termed the
“antiperiplanar lone pair hypothesis” (ALPH).36 ALPH
is a stereoelectronic argument that requires orienta-
tion of the lone pair electrons on oxygen antiperipla-
nar to the leaving group, which is proposed to
facilitate glycosidic bond cleavage by promoting
favorable electron flow from the sugar onto the
leaving group (Figure 4A). Sinott has pointed out that
the kinetic benefit of the anomeric effect is negligible
for reactions with late transition states (i.e., where
the bond to the leaving group is nearly completely
broken). The small benefit arises because the late
transition state has lost the “memory” of whether it
arose from the stereochemically correct ground state
conformation with the antiperiplanar arrangement,
or another conformation.36 Therefore, the kinetic ano-
meric effect is expected to be small in the hydrolysis
of the glycosidic bond in nucleosides because leaving
group expulsion is considerably more advanced than
bond formation to the nucleophile for these reactions,
resulting in transition states with high glycosyl
cation character, or even oxacarbenium ion interme-
diates that have a borderline existence in solution
(e10 ps).40,41 In addition, the kinetic anomeric effect
is expected to be small for systems that have high
conformational flexibility such as naturally occurring
glycosides because there is only a small energetic
barrier to achieving stereochemically favored confor-
mations. Indeed, the high flexibility of the furanose
ring of deoxynucleosides allows all sugar conforma-
tions to be accessed at ambient temperatures with
barriers in the range 2-5 kcal/mol (Figure 4B),42

suggesting that the catalytic advantage an enzyme
could gain by preorganizing the sugar in a conforma-
tion that allows overlap would fall in this energetic
range. Of course, the energetic penalty for forming
this unstable conformation would be paid for by the
utilization of binding energy between the substrate
and enzyme,43 and a key question is at what stage
the molecular strain energy outweighs the benefits
of antiperiplanar orbital overlap. Examples of ground-
state preorganization are prevalent in the now ex-
tensive structural database of glycosidase-substrate
complexes and will be discussed in the context of the
enzyme mechanisms below.44,45 The modest kinetic
anomeric effect should not be confused with the large
energetic requirement for orbital overlap in a dis-
sociative transition state that results from the large
stability difference between a resonance-stabilized
oxacarbenium ion and a naked carbonium ion (Figure
4A, ∆∆G ∼ 20 kcal/mol).46,47

A second type of stereoelectronic effect that may
be important is the hyperconjugative effect resulting
from electron donation from the σ-bonded electrons
at the 2′ position to the p orbital of the nascent
oxacarbenium ion in the transition state (Figure

4C).47,48 Hyperconjugative effects are most effective
when orbital overlap between both 2′ C-H σ bonds
and the electron deficient p orbital at C1′ are maxi-
mal.49 For deoxyribonucleosides, this occurs when the
dihedral angles between both C-H bond vectors and
the vacant C1′ orbital are about 30 °,50 which requires
that the normal 2′ endo sugar pucker be transformed
to a high energy 3′ exo or 3′ endo form. The energetic
cost for an enzyme to induce this transformation is
around 2-5 kcal/mol as estimated from ab intio QM
calculations of the relative energetics of various
furanose sugar puckers (Figure 4B).42

3. Nucleoside Hydrolysis: Nomenclature and
Transition-State Analysis Methods

It is now reasonably well established that nucleo-
philic substitution reactions at the anomeric carbon
of sugars proceed through oxacarbenium ion inter-
mediates or transition states that resemble oxacar-
benium ions (Scheme 1).51,52 To facilitate description
of these reaction mechanisms, an IUPAC-approved
nomenclature has been adopted, and the two limiting
mechanisms for glycosidic bond cleavage using this
nomenclature are shown in Figure 5.53,54 In this

nomenclature, a bimolecular SN2 reaction is desig-
nated ANDN, which represents that there is nucleo-
phile addition (AN) and nucleophile dissociation (DN)
in the transition state. Such a mechanism may be
further described as “associative” if significant bond
order to the nucleophile and leaving group exists in
the transition state, or as “dissociative” if a small
amount of bonding exists. Stepwise SN1 mechanisms
are termed DN*AN or DN + AN, reflecting the fact that
leaving group dissociation (DN) precedes addition of
the nucleophile (AN). The DN*AN stepwise mechanism

Scheme 1

Figure 5. IUPAC approved nomenclature for designation
of reaction mechanisms for glycosidic bond hydrolysis. The
ANDN mechanism involves significant bonding to both the
nucleophile and leaving groups. The DN*AN or DN + AN
mechanism has very little or no bonding to these groups
(adapted from ref 50).
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differs from the DN + AN mechanism with respect to
the lifetime of the oxacarbenium ion intermediate.
For the former, the intermediate is so short-lived that
it does not have time to diffuse away from the leaving
group, while in the latter, a fully solvent equilibrated
intermediate exists. The DN*AN stepwise mechanism
can show rate-limiting addition of the nucleophile
(DN*AN

q), or rate-limiting departure of the leaving
group (DN

q*AN).
The transition state structures for nonenzymatic

hydrolysis of some nucleosides have been ascertained
using kinetic isotope effect measurements (KIEs),
and in some cases through the use of structure-
reactivity measurements in which the pKa of the
leaving group was varied. A detailed description of
the KIE approach, which measures the change in
reaction rate upon substitution of a heavy isotope for
a light isotope in an isotopically sensitive position of
a substrate (klight/kheavy), is beyond the scope of this
review, and the reader is referred to several recent
reviews on this valuable technique.55,56 Nevertheless,
normal KIEs (where klight/kheavy > 1) can be qualita-
tively understood through the simple appreciation
that substitution of an atom with a heavier isotope
results in stiffening of a bond in the reactant, which
places the heavy isotope in a lower vibrational
potential energy well than the light isotope (Figure
6A). If bonding at this position becomes “looser” as
the transition state is approached (for instance, when
the bond is being broken, or if the hybridization
changes from sp3 to sp2), the energy differences
between the light and heavy isotopes that were
present in the ground state become smaller, or may
even disappear if the bond is broken during the
reaction. Thus, the activation energy for the heavy
isotope is greater than for the light isotope largely
due to the differences in the ground-state vibrational

energies, leading to the normal KIE. Using the same
analysis, it is possible to understand inverse KIEs
(where klight/kheavy < 1, and the bond becomes tighter
in the transition state). KIEs are called primary when
they involve atoms that undergo bond breaking or
bond making during the reaction, or secondary when
the isotopes do not undergo a change in covalency.
For nucleosides, it is possible to measure a family of
KIEs that can provide the degrees of bond breaking
and bond making in the transition state, as well as
detailed geometric features of the transition state.
Recently KIE methods have been successfully applied
to investigate the transition state structures of DNA
glycosylases (vide infra).

4. Transition State Structures for Nonenzymatic Glycosidic
Bond Cleavage

The calculated KIEs for DN + AN and ANDN
nonenzymatic nucleoside hydrolysis mechanisms are
shown in Figure 6B, and a family of experimentally
measured KIEs for the acid-catalyzed hydrolysis of
adenosine and uridine and the solvolysis of NAD+ are
listed in Table 3.57-60 Although these three examples
have ribose sugar rings rather than the deoxyribose
sugars found in damaged DNA nucleotides and also
include a nicotinamide leaving group that is not a
DNA base, they represent the closest currently avail-
able nonenzymatic models for DNA glycosylase reac-
tions. These limitations point to the need for further
directed studies on the transition state structures for
hydrolysis of purine and pyrmidine deoxynucleosides.
For reference in the examples that follow, qualitative
explanations that account for each primary and
secondary KIE are provided in Table 3.

What structures do the transition states for non-
enzymatic glycosidic bond hydrolysis of purine, alky-
lated purine, and pyrimidine nucleosides assume?

Figure 6. The energetic basis for kinetic isotope effects (KIEs) in glycosidic bond hydrolysis reactions and representative
KIEs for ANDN and DN + AN mechanisms. (A) KIEs are dominated by the changes in the zero point vibrational energies
of a light and heavy isotope as a reactant moves from its ground state to transtition state conformation. The depiction
shows that the secondary R deuterium KIE arises from looser bonding of the C-L bond in the transition state as compared
to the ground state (where L ) H or D). Thus, the large ∆Ebend for the two isotopes in the ground state is diminished as
the transition state is approached. The different activation energies for the two isotopes gives rise to the KIE. (B) Calculated
KIEs for three reaction mechanisms. Adapted from ref 55.
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The picture for the acid catalyzed hydrolysis of
adenosine is well-developed and clearly reveals a
fairly dissociative ANDN mechanism in which depar-
ture of the adenine leaving group is farther advanced
than nucleophilic addition in the transition state. The
solvolysis of NAD+ has also been extensively studied
and shows an even more dissociative ANDN mecha-
nism, as evidenced by the larger 2° R-D1′ KIE and
the smaller 1° 13C1′ KIE than for adenosine hydroly-
sis.59 The slightly more dissociative transition state
for NAD+ solvolysis may be attributed to the en-
hanced leaving ability of the labile cationic nicotin-
amide. In contrast to the preceding two cases, the
hydrolysis of pyrimidine nucleosides has not been
extensively studied using KIE methods. Neverthe-
less, Santi and Prior have measured a 2° R-D1′ KIE
of 1.11 for acid hydrolysis of uridine at 25 °C, which
suggests considerable glycosyl cation character for
this reaction.60 Supporting this interpretation are the
structure reactivity studies of Shapiro and Danzig
in which the hydrolysis reactions of 5-Br-2′-deoxyuri-
dine, 2′-deoxyuridine, and thymidine were followed
at pH 6.5 and 75 °C.24 The slope of a plot of log kobsd
against pKa of the leaving group for these nucleosides
was about -1, indicating the development of a full
negative charge on the leaving group in the transition

state, and a very dissociative transition state, per-
haps even a DN*AN stepwise mechanism. The low
activation entropies in the range +3 to +10 eu for
these deoxyuridine nucleosides are also suggestive
of low nucleophile participation in the transition
state24 because pure ANDN mechanisms would typi-
cally have negative activation entropies about 20 eu
lower.61 In addition, the reactions are severely re-
tarded in less polar solvents than water, suggesting
significant ionic character in the transition state.
These results suggest that the hydrolysis reactions
of deoxynucleosides may have more oxacarbenium
ion character that the corresponding ribonucleosides,
partially due to the destabilizing effect of the electron
withdrawing 2′ hydroxyl on the electron deficient
anomeric carbon. Accordingly, the model nonenzy-
matic reactions with ribonucleosides may set a lower
limit for the dissociative character of the correspond-
ing reactions of deoxyribonucleosides.

5. Implications of Nonenzymatic Studies for DNA
Glycosylases

In general, enzymes have two mechanistic
choices: to lower the activation barrier by following
the same reaction coordinate and transition state as
the nonezymatic reaction, or by enforcing a reaction

Table 3. Representative KIEs for Some Nonenzymatic Nucleoside Hydrolysis Reactionsa

a The results for AMP, uridine and nicotinamide were obtained from refs,191,192,60 and.59
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coordinate with a different transition state structure.
The first alternative requires less catalytic power
because the enzyme merely stabilizes the already
lowest energy transition state or saddle point that is
followed in solution. Of course, ground-state desta-
bilization, or preorganization, may also be used to
lower the activation barrier.62 The second alternative
requires more catalytic power from the enzyme
because a transition state is enforced that is not
already prevalent in the solution reaction, requiring
greater stabilization by forces within the enzyme
active site. Accordingly, the above nonenzymatic
studies suggest that DNA glycosylases may follow
dissociative ANDN or DN*AN mechanisms, which
would take advantage of the intrinsic tendencies of
these reactions to follow dissociative-type mecha-
nisms. We will explore below whether the electronic
features of the active sites of DNA glycosylases, and
the KIE measurements for several enzymatic reac-
tions, are consistent with these ideas.

III. The Pathway for Finding a Damaged Base in
Genomic DNA

A. General
It is difficult to overstate the magnitude of the

“search and destroy” mission that each DNA repair
glycosylase faces. Consider that in the human ge-
nome of over 3 billion base pairs, cytosine deamina-
tion occurs at the rate of several hundred events per
day per cell,18,63 which generates an estimated den-
sity of uracil residues in DNA of about 1 per 107 base
pairs over this time period in the absence of repair.
A reasonable question to ask is how do repair en-
zymes locate these rare sites in an enormous back-
ground of undamaged DNA? Two general solutions
have been put forward to answer this question, and
these solutions date back to the seminal work of Berg
and von Hippel of over 20 years ago.64,65 In this
analysis, a protein may locate a specific binding site
in DNA by a simple three-dimensional random search
process or, alternatively, by a translocation mecha-
nism in which it first binds to a nonspecific site on
the DNA chain and then linearly diffuses along the
chain to its specific site. The latter mechanism, in
concert with favorable Coulombic electrostatic forces,
can reduce the dimensionality of the search process,
leading to bimolecular association rates that exceed
the diffusion controlled limit of ∼108 M-1 s-1.66

Whether DNA glycosylases use extensive transloca-
tion along the DNA chain or three-dimensional
search strategies to find their specific sites is not
firmly established. Nevertheless, it is useful to ex-
amine the physical limitations of these two limiting
mechanisms and, in addition, the possible general
role for nonspecific DNA interactions in the mecha-
nism of damage site recognition and repair.

B. The Earliest Events in Locating a Damaged
Site

1. The Kinetic Competence of a Three-Dimensional
Search Mechanism

Is it possible that a three-dimensional search
mechanism could be employed to remove 100 un-

wanted uracil residues from the vastness of human
genomic DNA in a reasonable time frame? This
question may be addressed in an approximate way
by using the analysis shown in Figure 7A. Here we
ask the simple question of how long it would take
the enzyme uracil DNA glycosylase (E) to excise 100
uracil residues from DNA in the presence of 109 fold
excess of nonspecific DNA binding sites (DNANS). The
rate and equilibrium constants in this analysis are
obtained from the extensive kinetic studies of Es-
cherichia coli uracil DNA glycosylase (UDG),67,68 and
it is assumed that the nonspecific DNA binding sites
only serve as competitive inhibitors of the enzyme
with respect to binding at the specific sites that
contain uracil. Thus, in this limiting model, the
nonspecific binding events provide no assistance in
terms of reducing the dimensionality of the search
process. The calculations assume a ratio of specific
to nonspecific sites of 100/109 and a nuclear enzyme

Figure 7. The effects of nonspecific DNA binding and
DNA translocation on the efficiency of locating specific sites
in DNA. (A) The equilibria describing competitive binding
of an enzyme to specific (KD

S) and nonspecific (KD
NS) sites

in DNA. If nonspecific binding does not facilitate location
of the specific site by linear diffusion or other mechanisms,
location of the specific site will be slowed. For the example
of UDG, KD

S ∼ 10 nM and KD
NS ∼ 5 µM (these values are

dependent on sequence and DNA length).146,196 The first
irreversible step that leads to repair (kenz) is equal to ∼1000
s-1 for UDG.76 (B) The key kinetic partitioning events that
determine the effectiveness of a linear diffusion mechanism
in finding a specific site in DNA (see text). In this scheme,
koff is the dissociation rate of the enzyme from a nonspecific
(n) or specific (n*) site in DNA, ktrans ) k- + k+ are the
translocation rates along the DNA, and kenz is the first
irreversible step that leads to repair of the damage site.
Using this nomenclature, the probability of translocation
down the DNA as opposed to dissociation from a nonspecific
site is Ptrans ) ktrans/(koff + ktrans), and the probability of
repair as opposed to dissociation or translocation away from
a specific site is Prepair ) kenz/(koff + ktrans + kenz).
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concentration of ∼7 µM. In this analysis, the UDG
concentration was estimated by the number of UDG
molecules per human cell (∼200 000) 69 and the
nuclear volume (∼0.05 pL). Using this mechanism,
we find that less than 0.001% of the 100 uracils could
be excised in 1 day. This calculation, which is really
a worst-case scenario stacked against the kinetic
competence of a simple diffusion mechanism, shows
that uracils would slowly accumulate in the genome
if such a scenario prevailed.

Despite the above limiting case, a diffusive search
mechanism can be extremely effective if “hopping”
or “jumping” within a DNA domain occurs.64,65 Such
mechanisms, which can be mistakenly assigned as
linear diffusion or processivity,70 are in fact closely
related to a random diffusion process because mul-
tiple encounter and dissociation events occur before
the specific site is located (see below). In fact, dif-
fusive mechanisms offer a major advantage over
translocation when the impediments of protein coated
cellular DNA are considered.71,72 Given that there is
on average one UDG molecule for each 15 000 bps
of human DNA,69 hopping or jumping within this
domain size would effectively reduce the dimension-
ality of the search process. The probability of locating
the target site within this domain would be propor-
tional to the target size (a), and inversely propor-
tional to how far away the target site is located (r)
(i.e., P ) a/r for the simple case of a spherical
target).64

2. The One-Dimensional Translocation Mechanism: A
Double-Edged Sword

Examining the plausibility of the alternative trans-
location mechanism requires explicit consideration
of the kinetic partitioning of the nonspecific and
specific complexes between three possible fates (Fig-
ure 7B): DNA dissociation (koff), translocation down
the DNA chain (ktrans ) k+ + k-), or the first
irreversible kinetic step for enzymatic recognition of
the specific site (kenz). The rate constants for these
processes determine the efficiency of repair [Prepair )
kenz/(koff + ktrans + kenz)], and the probability of trans-
location as opposed to dissociation from a nonspecific
site [Ptrans ) ktrans/koff + ktrans] as shown in Figure 7B.

It is instructive to use the experimentally mea-
sured dissociation rate constant (koff) for UDG to
estimate the magnitude of ktrans that would be
required to provide significant translocation along the
DNA chain for this enzyme. For interaction at a
nonspecific site (n), UDG binds weakly with a KD )
2-5 µM and an estimated dissociation rate ap-
proaching 1000 s-1.67 Thus, ktrans would have to be
much larger than 1000 s-1 to achieve efficient trans-
location as compared to dissociation. Even assuming
ktrans ) 100 000 base pairs per second, only 100 base
pairs would be covered in a random walk process
before 50% of the enzyme molecules initially bound
at the nonspecific site would have dissociated from
the DNA (50% of the enzyme molecules will have
dissociated when 1/(∆n ktrans) ) 1/koff, where ∆n is
the average number of base pairs translocated after
the initial binding event at site n). Such a large value
for ktrans, yielding such a modest amount of translo-

cation before dissociation, suggests that the translo-
cation mechanism has severe limitations when ap-
plied to UDG. One study with the restriction enzyme
EcoRV suggested that enzyme translocation along
the DNA chain could indeed be as fast as 106 base
pairs per second,73,74 but this large value has been
subsequently cast in doubt due to limitations in the
experimental design for the initial study.70 In fact,
subsequent work concluded that EcoRV located its
specific site by a predominantly three-dimensional
search process, with an average processivity of much
less than 400 base pairs before a dissociation event.70

The requirement for an exceedingly rapid translo-
cation rate in order to allow UDG to find its specific
site by a processive search mechanism has a profound
effect on the probability of repair once a specific site
is located [Prepair ) kenz/(koff + ktrans + kenz)]. Consider
that for UDG, koff from a specific damaged site and
kenz are both about 1000 s-1.67,75 In the case of UDG,
kenz is the rate of extruding the uracil base from the
base stack into the enzyme active site (see below and
refs 67 and 76). Thus, in the absence of translocation
(ktrans ) 0), the probability of repair is 0.5 (kenz/koff +
kenz). The introduction of a significant contribution
from ktrans of 100 000 s-1 would reduce Prepair to 10-2,
requiring multiple encounter events before repair
would be affected. Thus, the requirement for rapid
translocation is a double-edged sword that in prin-
ciple may facilitate the search process but, in addi-
tion, has ramifications on the efficiency of repair once
a specific site is located. In general, several studies
examining the processivity of UDG have not found
evidence for a large amount of translocation along
the DNA chain (<50 bp at 0 salt concentration), and
when such effects were investigated at physiological
concentrations of salt, no evidence for translocation
was observed.77-79 This amount of processivity is
much less than would be expected from a pure
scanning mechanism in vivo, where there is an
average density of one UDG molecule per 15 000 base
pairs of human DNA (see above). Mirroring the
findings with UDG, processivity studies with the
bifunctional pyrimidine dimer glycosylase, Endonu-
clease V, MutY, and FPG have also been performed,
and no evidence for significant processivity at physi-
ological salt concentrations was obtained.80,81 It should
be noted that these processivity studies have resolu-
tion limitations because the experiments used sub-
strates that possessed specific sites that were in quite
close proximity along the DNA chain (25-170 bps),
requiring very little translocation (or short range
hopping) between encounter events at specific sites.
It would be very desirable to revisit these measure-
ments using the elegant approach recently used by
Stanford et al. on the restriction enzyme EcoRV
which can distinguish between translocation and
hopping mechanisms.70 As pointed out by these
authors, linear diffusion and hopping mechanisms
can only be distinguished rigorously by varying the
number of base pairs between specific sites. An
additional complexity in understanding the damage
site location mechanism in a cellular environment is
that DNA repair can be localized to transcribed
regions of DNA 82 or replication foci.83
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IV. The Mechanism of DNA Base Flipping

A. General

The nonenzymatic mechanisms of glycosidic bond
hydrolysis involving leaving group activation strongly
suggest that DNA glycosylases must gain access to
sites on the damaged base and sugar that are
normally buried in the duplex structure of DNA. For
DNA glycosylases, the enzymatic solution to this
problem was first uncovered in the crystal structure
of human UDG bound to its cognate DNA84 (although
a similar solution had been found previously for
cytosine-5-methyltransferase).85 In a remarkable feat
of molecular gymnastics, it was observed that UDG
had rotated the damaged deoxyuridine nucleotide 180
° from its normal location in the DNA base stack into
a position firmly ensconced in the enzyme active site
(Figure 8). Subsequent crystallographic studies have

revealed that “base flipping” is a ubiquitous mecha-
nistic feature of DNA glycosylases, reflecting the
evolutionary pressure to recognize damaged bases by
their unique electronic and structural features and,
in some cases, to form strong interactions that render
the base and glycosidic bond electron deficient. To
date, enzymatic base flipping has been found to take
on three general forms: (i) flipping of the damaged
base itself, (ii) flipping of the base located on the
opposite DNA strand to the damaged base, and (iii)
flipping of both the damaged base and the opposing
base. Although crystallography has provided a solid
description of the final extrahelical state in the base
flipping process, the reaction pathway that is followed
is still largely unknown. Before presenting examples
of enzymatic base flipping, we first examine the
dynamic properties of DNA base pairs that may play
a seeding role in initiating base flipping. We then
consider the possible role of enzyme induced DNA
strain in promoting flight of a base from its position
in the DNA base stack and into the enzyme active
site.

B. Spontaneous Base Pair Opening in DNA
Enzymatic base flipping introduces a very localized

structural perturbation into the DNA duplex that
does not extend much beyond the cognate nucleotide.
Although DNA base pairs are often viewed as static
entities, it is well established that internal base pairs
in DNA can also undergo spontaneous and localized
opening events at ambient temperature, suggesting
that a process related to base flipping can occur in
the absence of an enzyme. The pathway for sponta-
neous opening may be quite different from the
enzymatic process, but it is still important to under-
stand whether these spontaneous events are kineti-
cally competent to account for the observed rates of
enzymatic base flipping, and what physical barriers
exist that must be overcome by enzymes during base
flipping.

The dynamic process of spontaneous base pair
opening has been studied extensively by following
base pair imino proton exchange using NMR spec-
troscopy.86 In general, these studies have revealed
that AT base pairs have shorter lifetimes (1/kopen )
1-5 ms) than GC base pairs (1/kopen ) ∼10-50 ms),
as might be anticipated on the basis of the additional
hydrogen bond in the GC pair. The thermodynamic
stability of the GC pair usually results in a smaller
equilibrium constant for base pair opening (Kopen ∼
10-7) as compared to AT base pairs (Kopen ∼ 10-5).87

Consistent with this simple correlation with hydro-
gen bond stability, the base pair lifetime for GT
mismatches is much shorter than matched base pairs
(1/kopen e 1 ms), and the opening equilibrium is much
larger (Kopen ∼ 10-4-10-3).88 However, this simple
correlation is not universal, as AT base pairs located
in AT tracts have exceptionally long lifetimes (g100
ms)89 and GC base pairs located in GC tracts can
have much shorter lifetimes than those in other
sequence contexts (e5 ms).90 It is likely that the
differential stacking interactions of the various bases,
sequence-specific steric conflicts, and differences in
the widths and hydration of the DNA grooves in
different DNA sequences also play a significant role
in the thermodynamics and kinetics of spontaneous
base flipping.90 Thus, in the absence of deformations
to the DNA induced by enzyme binding, sequence-
dependent structural features of the native DNA
duplex can have a strong influence on the dynamics
of base pair opening, and possibly enzymatic recogni-
tion of damaged sites in DNA.

What does the pathway for nonenzymatic base
flipping look like? The only approach to address this
question at the current time is computational chem-
istry. One recent study used umbrella sampling and
a novel center-of-mass pseudodihedral reaction co-
ordinate to calculate the potential of mean force for
flipping a C or G base from a Watson-Crick base
pair.91 The complete pathways for base flipping from
the major and minor grooves were investigated from
which it was concluded that both pathways have
nearly equal energetic barriers. This was a surprising
result, given that flipping through the minor groove
was previously considered to have a large steric
barrier due to clashes between the departing base
and its base-paired partner.92 However, the compu-

Figure 8. Crystal structure of human uracil DNA glyco-
sylase bound to DNA containing the substrate analogue,
pseudodeoxyuridine (ΨdU) (see Figure 17 for chemical
structure of ΨdU). The flipped-out ΨdU nucleotide is
highlighted in dark gray (PDB code 1EMH).
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tational results suggest that the DNA backbone
flexes to remove this steric obstacle, thereby allowing
efficient departure via the minor groove. The calcu-
lated barrier heights were in the range 15-20 kcal/
mol for C and G flipping, respectively, which are
consistent with the rates of imino proton exchange
measured by NMR. The trajectories of the bases
during the flipping process were quite unexpected,
with the base normal oriented nearly perpendicular
to the helical axis, with the target base tracking along
the exit groove (Figure 9). Both the minor and major

groove pathways involved similar phosphodiester
backbone dihedral distortions, suggesting that such
distortions are a requirement for base flipping and
may be relevant in the enzymatic process.

C. How Do Enzymes Initiate Base Flipping?
As will become apparent from the upcoming dis-

cussion of enzymatic base flipping, all enzymes that
flip bases from DNA also bend DNA at the target site.
This observation raises the questions of when such
distortions to the DNA occur (i.e., prior to, simulta-
neous with, or after base flipping) and whether DNA
glycosylases bend undamaged DNA. Consideration
of the role of DNA distortion and strain in base
flipping has been driven by the computational pro-
posal that base pair opening required less energy in
bent or underwound DNA.92 More recent computa-
tional studies have suggested a linkage between the
flexibility of a damaged site in DNA and the energy
required to bend the DNA.93,94 This result suggests
that damaged DNA may be intrinsically more flex-
ible, which may facilitate enzyme induced DNA
bending and base flipping.

These computational proposals have found some
validation in experiment. It has been found that
introduction of torsional stress in a DNA duplex,
through the cross-linking of two guanine residues
across the minor groove with a chemical tether,
promoted partial rupture of a base pair and partial
extrusion of a cytosine residue resulting in DNA
bending.95 Thus, base flipping and DNA bending
apparently relieved the torsional strain induced by
constraining the minor groove width. It was esti-
mated that the energetic cost of inducing base pair
rupture by torsional stress was only 3 kcal/mol,
suggesting that enzymes could easily employ similar
strategies.

V. Examples of Enzymatic Base Flipping

A. Damaged Base Flippers
The most common type of base flipping that has

been observed to date is where the damaged base
itself is yanked from the DNA base stack into the
active site pocket of the enzyme (Figure 9). Five
examples of enzymes that use this type of strategy
are listed in Table 4, along with a summary of the
contact interfaces for each enzyme.96-100 From this
summary, it is clear that these enzymes share many
similar interactions, the conservation of which would
indicate a shared functional role in base flipping
worthy of understanding.

1. DNA Bending
One key commonality between these structurally

diverse enzymes is the high density of interactions
with the DNA phosphodiester groups on the damaged
strand that extends 2 or 3 nucleotides on either side
of the damaged base. These polar interactions can
assume various forms, but invariably, a main chain
or side chain hydrogen bond donor interacts with a
nonbridging oxygen acceptor of the phosphodiester
linkage. In contrast, much fewer or no interactions
are observed with the phosphodiesters of the undam-
aged strand. The most likely functional role for these
interactions is to distort the DNA backbone chain
leading to its bending away from the surface of the
enzyme. Such induced bending may serve to desta-
bilize the base pairing and stacking of the damaged
base and introduce a torsional stress that serves to
promote flight of the base from the DNA stack. In
this viewpoint, the enzymes sacrifice binding energy
to distort the DNA into a conformation that is
predisposed for base flipping. Recent computational
studies have suggested that damaged sites are more
flexible than undamaged sites, which also decreases
the kinetic barrier for DNA bending and base flipping
at damaged sites (see above).

Recently, single-molecule atomic force microscopy
has been used to address the key question of whether
hOGG1 bends nonspecific DNA.101 In this work, the
interaction of hOGG1 with linear DNA containing a
single oxoG:C specific site or, alternatively, only
nonspecific binding sites was visualized. For both
types of DNA, significant bending was observed, with
an average bend angle of 72° that was indistinguish-
able from the angle observed in the crystal struc-
ture of hOGG1 bound to specific DNA (Table 4).98

Interestingly, for the nonspecific binding events a
bimodal distribution of bend angles was observed,
with a second Gaussian distribution centered on a
bend angle of 0°. Assuming that interactions with
the surface did not perturb the equilibrium for
DNA bending, it was calculated that Kbend ) [bent
DNA]/[unbent DNA] ) 2. It was further argued, on
the basis of structural observations, that bending
of nonspecific DNA required base flipping, and
therefore, hOGG1 must flip undamaged bases as
well. The authors proposed a damage search model
where hOGG1 scans down DNA, bending and flip-
ping bases into its active site until the damage
site is encountered. Of course, AFM experiments

Figure 9. Structural model of a fully extrahelical deoxy-
uridine base. The model is based on the major groove
spontaneous base-flipping pathway determined in potential-
of-mean-force calculations.91 Note that the normal of the
base is perpendicular to the helical axis (see text).
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provide no information on the processivity of hOGG1,
and the extremely weak binding affinity of hOGG1
for nonspecific DNA (KD ∼ 45 µM) would not be
expected to allow large amounts of DNA transloca-
tion, as discussed above for UDG. Regardless of the
finer interpretations of these results, these observa-
tions clearly suggest that nonspecific bending does
occur, at least with hOGG1, which likely promotes
flipping of the 8-oxoguanine base when it is encoun-
tered.

2. Pushing and Plugging: The Role of the Amino Acid
Wedge

A second highly conserved interaction shared by
these enzymes is the side chain wedge group that
occupies the hole in the DNA base stack left behind
by the departed cognate base (Table 4). The identity
of the wedge group is less important than its steric
bulk, which serves to plug the hole and prevent
reinsertion of the damaged base, and may also serve

Table 4. Summary of the DNA Contact Interactions for Selected DNA Glycosylases that Flip Damaged Bases
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to push the damaged base from the duplex as the
enzyme bends and embraces the DNA. The strongest
evidence for these proposed roles are from studies
with UDG where it was found that removal of the
Leu191 wedge caused an 60-fold weakening of site-
specific binding.102,103 This effect was attributed to the
inability of the L191G mutant to undergo a confor-
mational change that docks the uracil base into the
active site. Since fluorescence measurements with
2-aminopurine labeled DNA established that L191G
was able to partially flip the uracil from the duplex
(see part 4 below), the combined results indicated
that the process was arrested at a metastable flipped
state, in which the uracil was out of the duplex but
not stabilized by the specific hydrogen bonding
groups and stacking interactions that are located
deep in the active site pocket (Table 4). Thus, the
bulk from Leu191 appears to be required for stable
docking of the base. Another conclusion that emerges
from these experiments is that the metastable flipped
state can be formed in the absence of Leu191, which
suggests that the DNA backbone distortions arising
from phosphodiester interactions can propel the
uracil into this partially flipped state. Structural
characterization of this metastable intermediate on
the base flipping pathway would perhaps validate
recent computed trajectories for base flipping on
enzymes.104

The role of Leu191 has also been elucidated using
a chemical rescue approach.102,105 In this strategy, the
wedge function of Leu191 is replaced by a bulky
pyrene wedge nucleotide that is located on the
opposite DNA strand directly facing the uracil in the
DNA substrate (Figure 10). The initial hypothesis

that drove these investigations was that the large
planar pyrene molecule would occupy the entire base
stack and push the uracil into an extrahelical con-
formation in the free DNA (Figure 10) and, therefore,
rescue the damaging effects of the L191A and L191G
mutations. In fact, the strategy worked exceedingly
well, and it was found that pyrene fully restored wild-
type activity to the L191A mutant. Most importantly,
pyrene had little or no palliative effect on mutations

that exerted their effects in the chemical step of the
reaction, or other base flipping mutations that ex-
erted their effects in other ways than Leu191. Thus,
the proposed wedge function of Leu191 has been
directly confirmed by this novel chemical rescue
approach.

3. The Base Specificity Pocket

The final interactions with the extrahelical base
are found deep in the active site pockets of these
glycosylases. For most, the active site is designed
both to be sterically compatible with the shape of the
damaged base and to allow formation of hydrogen
bonds between donor and acceptor groups on the
damaged base and enzyme (Table 4). These two
effectsssteric exclusion of alternative bases and
specific hydrogen bondingslargely explain the speci-
ficity of these enzymes for binding damaged
DNA.76,106-108 For others, such as AlkA and AAG, the
active site pockets are devoid of hydrogen bonding
groups, and recognition seems to involve π-cation
interactions between aromatic groups in the active
site and the cationic damaged base.109 This more
promiscuous recognition strategy allows these en-
zymes to act on unmodified purine bases, albeit at a
much reduced rate.110

How is base flipping by DNA glycosylases used to
obtain their tremendous catalytic specificity? The
available evidence indicates that the largest compo-
nent in determining the catalytic specificity of DNA
glycosylases is not found at the binding step, but
instead arises at the chemistry step. For instance,
hOGG1 has a specificity for binding to damaged sites
as opposed to undamaged sites of about 400,101 and
for UDG, the binding discrimination for specific and
nonspecific sites is only around 100.67 These binding
specificities cannot account for the enormous catalytic
specificities of these enzymes, which can approach
106-fold.67 It is likely that the specific interactions
with the damaged base are used to drive a confor-
mational change in the enzyme and/or DNA that is
required for catalysis. Such conformational events,
which cannot be induced by nonspecific DNA binding,
provide a gateway to the catalytic machinery that can
only be unlocked by the damaged base. Induced-fit
specificity is well documented for UDG, where free
uracil, or dU-DNA, can induce an open to closed
conformational change in the enzyme that is not
observed upon nonspecific DNA binding.67,111,112

4. A Detailed Kinetic Description of the Base Flipping
Pathway for UDG

What are the temporal events in the pathway for
forming the final flipped-out state? For the enzyme
UDG, extensive kinetic, mutagenesis and chemical
rescue studies have uncovered the stepwise nature
of the enzymatic flipping pathway, and established
the temporal sequence for formation of the phos-
phodiester, wedge, and specific base interactions
described above.67,75,76,102,105 These kinetic studies
were facilitated by the incorporation of a fluorescent
reporter nucleotide, 2-aminopurine (2-AP), adjacent
to a nonhydrolyzable deoxyuridine analogue (2′-
fluoro-2′-deoxyuridine) in a DNA context. 2-Ami-

Figure 10. Utilization of an artificial pyrene nucleotide
wedge to force a uracil base into an extrahelical position
and facilitate damaged site recognition (see text).
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nopurine has the favorable properties that its fluo-
rescence is quenched when it is stacked in the DNA
duplex, but increases 2-10-fold when stacking in-
teractions are removed.67,113,114-118 Thus, flipping of
the adjacent uracil results in a large increase in 2-AP
fluorescence that allows real-time monitoring of the
base flipping process. In addition, it was found that
base flipping results in a 2-fold decrease in the
tryptophan fluorescence of UDG, which provided an
independent signal to monitor whether the induced-
fit conformational change is concerted with extrusion
of the uracil from the duplex, or occurred in a distinct
step. Finally, these two spectroscopic tools allowed
microscopic dissection of the kinetic behavior of site-
directed UDG mutants, allowing mapping of the
steps that were defective for each mutant. The results
from these comprehensive studies are summarized
in the free energy reaction coordinate diagram in
Figure 11.

The base flipping process for UDG was found to
consist of at least three discrete steps: the rapid
formation of a weak encounter complex in which the
uracil base is still intrahelical (k1 ) 220 µM-1 s-1,
k-1 ) 600 s-1), formation of a metastable complex
in which the uracil base is partially extrahelical but
not yet fully docked in the active site pocket (k2 )
700 s-1, k-2 ) 180 s-1), and a conformational docking
step in which the enzyme clamps around the fully
extrahelical base (k3 ) 350 s-1, k-3 ) 100 s-1). Thus,
formation of the final Michaelis complex requires
passage through three gates, and it is likely that
nonspecific DNA only makes it through the first
gate.67 Interestingly, UDG interacts with uracil-
containing single-stranded DNA with no greater
facility than with duplex DNA, which is surprising
given that no obvious barriers exist for flipping a base
from single stranded DNA.67 This intriguing result

suggests that single-stranded DNA may be entropic-
ally disadvantaged for binding and flipping into the
UDG active site, whereas the duplex structure re-
stricts the number of backbone DNA conformations
and provides for enhanced binding. To facilitate a
qualitative description of the mutational effects in
Figure 11, we have classified the effects as “early or
“late”. Early effects include all ground states and
transition states leading to formation of the meta-
stable extrahelical state (EF), and late effects include
the transition state and ground state for formation
of the final closed conformation (E*F).

Independent removal of the two serine groups
(Ser88 and Ser189) that interact with the +1 and -1
phosphodiester groups of the substrate (Figure 11)
was found to destabilize specific DNA binding by less
than 1.8 kcal/mol, reflecting modest perturbations at
both early and late steps of the base flipping path-
way.76 However, removal of both serine groups se-
verely destabilized the closed complex, essentially
arresting the reaction at the metastable EF inter-
mediate. These results indicate that formation of the
metastable state does not require these serine phos-
phodiester interactions, but they become quite im-
portant in stabilizing the final closed state that
precedes the chemical step. Thus, if these serine
groups are involved in DNA bending,119 it is possible
that profound bending does not take place until the
final E*F state is reached.

Removal of the Leu191 wedge group of UDG
affected the kinetics for formation of the ES and/or
EF complexes in Figure 12, indicating that Leu191
interacts with the DNA substrate before the final
docking step to form E*F. The most profound effect
of removing Leu191 was the extreme destabilization
of the final E*F closed state: no UDG tryptophan
fluorescence decrease was observed for either the

Figure 11. Temporal pathway for base flipping by UDG. The pathway was explored using mutagenesis and stopped-flow
fluorescence measurements.76,105 The perturbing effects of removing the enzyme groups that are involved in pushing and
pulling the uracil into the active site are indicated by the arrows (see text).
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L191A or L191G mutant, and the specific DNA
binding affinity of these mutants was decreased by
10-60-fold.76,102 Thus, the pushing function of Leu191
may play a role in the early effects, and the plugging
function of Leu191 plays a late role in stabilizing the
E*F complex. Remarkably, the pyrene wedge sub-
strate (see Figure 10) fully rescued every kinetic and
binding defect arising from removing Leu191.102,105

What effect on base flipping does removal of a
group in the uracil specificity pocket produce? We
asked this question by deletion of the side chain of
Asn123, which forms hydrogen bonds to uracil O4
and N3 (Figure 11 and Table 4). The N123G mutant
was damaged in specific DNA binding by 1.8 kcal/
mol and, like L191G, was unable to proceed through
the conformational change, requiring a late effect
(i.e., destabilization of E*F). Surprisingly, the 2-AP
fluorescence increase for N123G was 7 times greater
than that for wild-type UDG or any other mutant
that was investigated.76 This intriguing result sug-
gests that alterations of the specificity pocket that
change its shape or hydrogen bonding properties may
allow flipping of other basesseven 2-AP itselfsas
suggested by the large fluorescence increase observed
here. Previous work supports this conclusion, as UDG
has been converted into a cytosine DNA glycosylase
by changing Asn123 to Asp and, additionally, into a
thymine DNA glycosylase by removing a bulky ty-
rosine residue (Tyr66) that would otherwise sterically
clash with the 5-methyl group of thymine.110

B. An Opposing Base Flipper: Pyrimidine Dimer
DNA Glycosylase (PDG)

Pyrimidine dimer glycosylases are bifunctional
enzymes that act to remove cis-syn cyclobutane
pyrimidine dimers resulting from ultraviolet light

damage to DNA (Table 1, see below). An atomic
model of the enzyme from T4 phage (T4 PDG)
complexed with a duplex DNA substrate containing
a thymine dimer has been solved, and reveals that
this enzyme has apparently taken a different strategy
for accessing the glycosidic bond of the 5′ thymime
base: flipping of the opposing adenine base from the
complementary strand (Figure 12).97

The structure reveals several aspects of damage
site recognition that differ considerably from the
damaged base flippers discussed above. First, the
enzyme bends the DNA in different way by grabbing
onto both strands on either side of the damaged site,
whereas the previous examples showed a distinct
bias for forming DNA backbone interactions on the
damaged strand only (Table 4). However, much like
the damaged base flippers, there is a conspicuous
high density of enzyme interactions with the phos-
phodiester groups that immediately flank the dam-
aged thymines, suggesting a similar conserved func-
tion for these interactions in DNA bending. It is likely
that the unique interactions on both strands explain
the 60° kink in the DNA, which in turn promotes the
unusual flipping of the adenine base opposite to the
damage site. Once the opposing adenine is extrahe-
lical, it does not dock into a highly specific binding
pocket as seen with the damaged base flippers.
Instead, the adenine is sandwiched between a group
of protein residues that apparently hold it in position
by weak van der Waals forces, and accordingly, the
enzyme has little preference for the base that opposes
the 5′ thymine of the dimer.120 In addition, there is
no wedge group apparent that might be involved in
stabilizing the extrahelical adenine as observed for
damaged base flippers. The requirement for displac-
ing the opposing adenine apparently lies in the rigid
nature of the pyrimidine dimer, which precludes
direct flipping of the damaged base. Opposing base
flipping provides an alternate route for catalytic
residues to access the damaged thymine, much like
the function of damaged base flipping.

Flipping of the opposing base by T4 endo V has also
been studied using the fluorescent adenine analogue
2-aminopurine as discussed above for UDG, although
detailed kinetic measurements have not yet been
performed in this system.121 Evidence for base flip-
ping in solution was provided by a selective 4-fold
increase in 2-AP fluorescence when 2-AP was placed
opposite to the excised 5′ thymine, but not when it
was placed opposite to the adjacent 3′ thymine of the
dimer. The extrahelical state was further confirmed
by the high sensitivity of the 2-AP fluorescence to
quenching by added acrylamide, indicating signifi-
cant solvent exposure of the 2-AP base opposite to
the 5′ thymine. The extrahelical base seems to persist
after cleavage of the glycosidic bond because DNA
containing a product-like abasic site analogue op-
posite to the 2-AP base also showed a large 2-AP
fluorescence increase upon PDG binding. Thus, flip-
ping does not require the presence of the specific
damage, but it is likely facilitated by the flexibility
of the site, or the constraints on the DNA duplex
imposed by the thymine dimer.

Figure 12. Interaction map for T4 PDG with its cognate
pyrimidine dimer containing DNA. Unlike the enzymes in
Table 4, PDG flips the base that is on the opposite strand
to the damaged site.
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C. A Double Flipper: MutY Glycosylase
MutY glycosylase acts to remove normal adenine

bases that have been misincorporated by DNA poly-
merase opposite to a damaged 8-oxoguanine base.122,123

This occurs due to the ability of 8-oxoguanine to form
a Hoogsteen base pair with adenine, as well as a
normal Watson-Crick base pair with cytosine.124,125

Thus paradoxically, MutY must remove a natural
base that is paired with a damaged base in order to
prevent G/C f A/T transversions in the genome.
MutY is a monofunctional glycosylase and a member
of the helix-hairpin-helix superfamily of DNA gly-
cosylases.126 It consists of a 26 kDa catalytic core and
a 13 kDa C-terminal domain that was, until recently,
of unknown function. A crystal structure of the
catalytic domain bound to the target base adenine
established that MutY flipped adenine from the
duplex into an active site pocket, reminiscent of the
damage base flippers discussed above.126 However,
the interesting question of how this enzyme recog-
nized adenine only in the context of A/8-oxoG and
A/G mismatches was unresolved until Noll and Clark
made the observation that the C-terminal domain of
MutY showed significant homology to the MutT
enzyme.27 This was a seminal insight because MutT
is a pyrophosphohydrolase that cleaves 8-oxo-dGTP
to 8-oxo-dGMP and pyrophosphate, thereby ridding
the nucleotide pool of a mutagenic nucleotide tri-
phosphate.127 Thus, the intriguing suggestion was
that MutY possessed an 8-oxoguanine binding pocket
similar to MutT. This proposal was later confirmed
by a limited NMR structural study of MutY, which
established a similar secondary structure between
MutY and MutT.128 Putting the crystallographic and
informatics studies together strongly suggested that
MutY had an adenine binding pocket in its catalytic
domain, and an 8-oxoguanine binding pocket in its
MutT-like C-terminal domain.

With this information in hand, Wong and col-
leagues set out to test whether MutY flipped both
adenine and 8-oxoguanine (i.e., a double-flip).129 In
experiments using duplex DNA with an 8-bromogua-
nine mispaired with adenine, they observed UV-
cross-linking between MutY and the DNA. Although
it was not established which residues of MutY were
cross-linked, these results strongly supported the
double-flip mechanism. Borrowing from the 2-AP
fluorescence methods originally developed for UDG
and other enzymes (see above), these workers studied
the rapid kinetics of base flipping by MutY and
proposed a multistep pathway as shown in Figure
13. In this model, 8-oxoguanine flipping occurs first
with a rapid rate constant of 108 s-1, which is then
followed by much slower adenine flipping (16 s-1). A

final very slow enzyme isomerization step was pro-
posed to account for a slow but large amplitude 2-AP
fluorescence change (1.9 s-1). This work suggests that
there will be considerable diversity in the mecha-
nisms and rates for base flipping and that Nature
has taken great care to evolve a mechanism that
ensures that MutY only removes adenine opposite to
8-oxoG, and not from normal A/T base pairs. In
addition, a very recent study on the interaction of
MutY with specific DNA has concluded, quite unex-
pectedly, that the active form of the enzyme is a
dimer bound to one DNA duplex (MutY2‚DNA), and
that binding to a second DNA duplex completely
inhibits the glycosylase activity of the enzyme (MutY2‚
DNA2).130 It is not clear how these complexities affect
the mechanism of base flipping shown in Figure 13.

VI. Enzymatic Strategies for Cleaving the
Glycosidic Bond

Since 1995, there have been more than 50 crystal
structures and one NMR structure of DNA glycosy-
lases deposited in the protein data bank, and many
of these are cocrystal structures in the presence of
damaged DNA analogues. It is difficult to overstate
the importance of these structures in the pursuit to
understand the chemical mechanisms of these en-
zymes. However, as will become apparent below, the
emergence rate of new structures has far eclipsed the
rate of detailed biophysical studies. Thus, many
proposed glycosylase mechanisms are based solely on
observations from static crystal structures or limited
mutagenesis studies and, therefore, have not been
rigorously tested using the tools of enzymology,
chemistry and spectroscopy. Therefore, each of the
proposed mechanisms discussed below must be em-
braced cautiously, keeping closely in mind the some-
times low density of supporting data.

A. Monofunctional Pyrimidine Specific
Glycosylases: UDG, MUG, and TDG

1. General

It is of interest to understand whether enzymes
that catalyze similar reactions have evolved similar
transition states and chemical mechanisms. Although
transition state and spectroscopic information is
lacking on all DNA glycosylases except UDG, it is
still possible to ask the question of whether the active
site interactions of these three pyrimidine specific
enzymes are consistent with promoting formation of
a similar transition state as observed for UDG (see
below). Each of the enzymes considered here has been
crystallized by itself or with damaged DNA, and the

Figure 13. Double base flipping mechanism of MutY adenine DNA glycosylase. Adapted from ref.129
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key active site interactions with their respective
substrates are shown in Figure 14 for reference in
the following discussion. Our tactical approach will
be to summarize the observations and conclusions
that have been obtained from detailed mechanistic
studies of UDG, and then examine whether the active
sites of the other enzymes suggest similar mecha-
nisms. The substrates for these glycosylases are
summarized in Table 2.

2. The Nature of the Transition State
Only one DNA repair glycosylase, UDG, has been

subjected to transition state analysis using the KIE
approach.131 This work required development of a
total enzymatic synthesis method for incorporation
of isotopically labeled dUTP in DNA.131,132 For UDG,
a family of four KIE measurements was made as
indicated in Figure 15. These experimental KIEs

unambiguously indicated an extremely dissociative
transition state for glycosidic bond cleavage, with
extensive oxacarbenium ion character, and strongly
suggested, but were not sufficient to prove, that a
DN*AN reaction was followed. Indeed, both stereospe-
cific 2′ â deuterium KIEs (∼1.11) were near the
theoretical values expected for DN*AN

q mechanism
(1.1-1.13).133 The â deuterium KIEs indicated that
the stabilizing hyperconjugative effects resulting
from electron donation from the 2′ CH σ bonds to the
electron deficient anomeric carbon were maximal.
The geometric dependence of the 2′ â deuterium
secondary KIEs required that the sugar assume a

unusual 3′-exo or endo pucker in the transition state,
and they were subsequently validated when it was
observed that the sugar pucker in the strained
Michaelis complex with the pseudodeoxyuridine sub-
strate analogue was 3′-exo (Figure 14A). The 1′ R
deuterium secondary KIE of 1.22 was also near the
theoretical maximum of 1.24 for a DN*AN

q mecha-
nism, indicating complete rehybridization of this sp3

center to sp2 geometry in the transition state, imply-
ing extensive oxacarbenium ion character. The pri-
mary 13C1′ KIE was only 1.01 ( 0.009, which
overlaps with the theoretical value expected for a
DN*AN

q reaction mechanism (1.005). These measure-
ments established that the UDG active site must be
assembled to stabilize a highly ionic transition state
and intermediate. Thus, all mechanistic proposals for
UDG must be viewed in the light of this key observa-
tion. Similar transition state structures might be
expected for the other enzymes if analogous active
site interactions are observed in their structures,
although subtle changes in transition state structure
cannot not be reliably predicted from ground-state
structures alone.

3. Pyrimidine Leaving Group Activation I: Base
Interactions

Because of the absence of viable proton acceptor
groups on pyrimidine bases, it seems difficult to
envision how pyrimidine specific glycosylases could
activate their substrates by base protonation. Nev-
ertheless, the structure of the UDG active site shows
that every electron lone pair and hydrogen bond
donor on the uracil base is involved with an interac-
tion with a conserved group in the enzyme active site,
and a potential proton donor, His187, is directed at
the uracil O2 atom (Figure 14A). However, extensive
heteronuclear NMR measurements have unambigu-
ously determined that His187 is neutral, negating the
possibility that an extremely low pKa imidazolium
group donates a proton to uracil O2.112,134,135 Thus,
the key questions are the following: (i) which of the
observed interactions with the uracil base are im-
portant in lowering the activation barrier, and (ii)
does full proton transfer to the uracil base occur?
With respect to these questions we consider the
relative roles of His187 and Asn123, the two con-
served groups that interact with the O2 and O4
electronegative atoms on the uracil ring.

Figure 14. Selected active site interactions of UDG, MUG, and T4 PDG with their cognate substrates. These depictions
were obtained from crystal structures with the following PDB accession codes: UDG (1EMH), MUG (1MWJ), and PDG
(1VAS). (A) The complex of UDG was obtained with a stable C-glycoside analogue of deoxyuridine (ψdU); see text and
Figure 17. (B) The complex of MUG was obtained with a stable 2′-fluoro-2′-deoxyuridine substrate analogue. (C) The stable
complex of T4 PDG with pyrimidine dimer DNA was obtained by removal of the catalytic glutamate (E23Q). For clarity,
only the 5′ pyrimidine of the dimer is shown.

Figure 15. A family of four KIE measurements performed
on the UDG enzyme that indicated a DN*AN mechanism.
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One approach these enzymes could take to facili-
tate charge migration onto the pyrmidine base,
without having to surmount the large thermody-
namic barrier for full protonation of the exocyclic
carbonyl oxygen atoms of the substrate, is to form
hydrogen bonds that are weak in the ground state
and become increasingly stronger as the transition
state is approached. As pointed out by Herschlag,
such mechanisms are catalytic when there is a large
pKa mismatch between donor and acceptor groups in
the ground state (weak hydrogen bonding), which
diminishes or disappears as the anionic transition
state is approached, and the pKa values become more
closely matched (stronger hydrogen bonding).136,137

Such effects can be energetically amplified in an
enzyme active site of low dielectric as compared to
water because of the stronger Coulombic attractive
forces between acceptor and donor groups with
matched pKa values. For instance, uracil O2 accepts
a hydrogen bond from the NHε donor of His187 in
the UDG ground state. Since the estimated pKa
values for O2 and His187 are -3 and ∼14,33,138 a huge
pKa mismatch of 17 units is indicated, leading to
weak hydrogen bonding. However, in the transition
state, where a significant amount of charge has
resonated onto the O2 atom of the leaving group, the
O2 pKa increases by 10 pKa units (pKa

O2 imidol ∼ 7),135

reducing the pKa mismatch between the O2 acceptor
and the His187 donor by perhaps 10 units (this
assumes no pKa change in the transition state for
His187). Consistent with this model, UDG binds the
neutral uracil base 500 times more weakly than the
N1-O2 imidate form, and removal of His187 by
mutagenesis destabilizes the transition state of the
reaction by 5 kcal/mol without affecting ground-state
substrate binding.68

How does the interaction between His187 and
uracil O2 facilitate leaving group departure? Detailed
heteronuclear NMR studies have established that
His187 forms a strong hydrogen bond between its
NεHε and the uracil O2 anion.112 The role of the
His187-uracil O2 hydrogen bond, which results in an
extremely desheilded chemical shift for Hε (15.75
ppm),112 is to lower the pKa of the departing N1 atom
of the uracil leaving group by at least 3.4 units (5
kcal/mol), which corresponds nicely with the ener-
getic effect of removing His187.68 The similarity
between the kinetic effect of removing His187 and
its role in lowering the pKa of the leaving group is
reminiscent of the nonenzymatic studies described
earlier, which showed a direct linear correlation

between the hydrolysis rate of deoxyuridine deriva-
tives in water, and the pKa of the uracil leaving group.
These results suggest that the character of the
nonenzymatic and enzymatic transition states may
not differ by large extremes.

Quite surprisingly, heteronuclear NMR studies
have also shown that the uracil base remains anionic
in the enzyme active site (pKa e 6.4) until it is
released to solution after the departure of the abasic
DNA.112,139 Motivated by these findings, we have
suggested a novel role for “product assisted” catalysis
in which the stable uracil anion serves to stabilize
the positive charge on the oxacarbenium ion inter-
mediate (Figure 16). Together with the negative
charge provided by the conserved aspartate located
on the opposite face of the sugar, an “electrostatic
sandwich” is formed that cradles the unstable oxa-
carbenium ion.140 Thus, evolution has licked the
problem of pyrimidine leaving group activation by
dramatically lowering its pKa in the transition state
through strong hydrogen bonding to the O2 position,
and then avoiding full proton transfer, which would
negate the electrostatic stabilization of the cationic
intermediate provided by the anionic leaving base
(Figure 16). We have estimated a 6 kcal/mol contri-
bution of the uracil anion to the stability of the
oxacarbenium ion intermediate based on binding
studies using a cationic oxacarbenium ion mimic.140

The second group that interacts with the uracil
base is Asn123 (Figure 14A). In contrast with the
exclusive interaction of His187 in the transtion state,
removal of Asn123 has a +2.5 kcal/mol effect on
ground state binding, indicating that its bidentate
hydrogen bonds with uracil O4 and N3 are important
in ground state stabilization. In fact the dissociation
constant of the N123G enzyme for deoxyuridine
containing DNA is indistinguishable from the affinity
of wild-type UDG for nonspecific DNA (see above),
resulting from the inability of N123G to stabilize the
closed conformation of the Michaelis complex (E*F
in Figure 11). Thus, the low activity of N123G may
be partially attributed to nonproductive binding. In
addition, Asn123 may play a lesser role in lowering
the activation barrier as compared to His187 because,
as the C1′-N1 bond is cleaved, the dominant flow of
electron density is to uracil O2 rather than O4
(Figure 14A).

Do the other pyrimidine specific enzymes show
evidence for a similar mechanism of leaving group
activation and sugar stabilization? Both MUG and
TDG are 102-104-fold less powerful enzymes than

Figure 16. Electrostatic sandwich mechanism for stabilization of the oxacarbenium ion in the UDG active site. Stabilization
of this otherwise unstable species is brought about by the combined electrostatic environment provided by the uracil anion,
Asp64, and the phosphodiester groups of the DNA. Adapted from ref 139.
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UDG, as determined from single turnover kinetic
measurements (Figure 2). Single-turnover measure-
ments are important here because steady-state ca-
talysis by all of these enzymes is severely limited by
slow release of the abasic DNA product.28,141 Although
these enzymes have nearly identical folds as UDG,
structural studies have revealed that both lack the
conserved histidine of UDG that strongly hydrogen
bonds with uracil O2, and also, the conserve aspar-
tate that is proposed to electrostatically stabilize the
glycosyl cation intermediate (Figure 14B).142 It is
difficult to envision how these enzymes could follow
such a dissociative mechanism as found with UDG,
given that the histidine and aspartate groups sug-
gested to be very important for establishment of the
DN*AN mechanism are missing. We speculate that
these enzymes could still follow a very dissociative
ANDN type of mechanism, but the likelihood of
forming a discrete oxacarbenium ion intermediate is
greatly diminished. KIE studies of mutant UDG
enzymes that lack the conserved histidine and as-
partate are being performed and will establish
whether a stepwise mechanism is possible in the
absence of these groups.

4. Pyrimidine Leaving Group Activation II: Coupled
Stereoelectronic Effects and Strain

Potentially one of the most remarkable features of
the UDG mechanism is observed in the structure of
UDG cocrystallized with DNA containing a stable
C-glycoside analogue of deoxyuridine, pseudodeoxy-
uridine (ΨdU, Figure 17).96 In this structure, the C1

carbon of ΨdU is distorted from its usual trigonal
planar geometry toward a tetrahedral geometry (C1
of ΨdU is equivalent to N1 of dU). The crystallo-
graphic group that solved this structure proposed
that this unprecedented ground-state destabilization
promoted coupled stereoelectronic effects between the
sugar and base. In this proposal, weakening of the
glycosidic bond of dU in the Michaelis complex results
from two stereoelectronic effects: the interaction of
the empty p-orbital of O4′ with the σ* orbital of C1′
(the anomeric effect), and the interaction between the
C1′-N1 σ bond with the π electron system of the uracil
base (Figure 17). The enzymatic distortion of the
glycosidic bond by rotating the base 90° from its
normal anti configuration, and bending the plane of
the uracil base by 40° from its normal 180° orienta-
tion relative to the vector described by the glycosidic
bond, is proposed to enhance the latter σ-π interac-
tion (Figure 17). However, this effect is a double-
edged sword because the induced interaction of the

C1′-N1 σ bond with the π electron system of the uracil
disrupts the normal aromatic delocalization of the
lone pair electrons on uracil N1 with the π system.
Thus, the coupled stereoelectronic hypothesis “bor-
rows from Peter to pay Paul”.

Berti has performed quantum mechanical calcula-
tions to address whether such a distortion in the
normal deoxyuridine nucleoside leads to the expected
changes in bond lengths resulting from coupled
anomeric and σ-π stereoelectronic effects.143 Al-
though the computations supported the expected
O4′-C1′ bond order increase resulting from the
anomeric effect, the changes in the uracil ring were
inconsistent with the expectations from the coupled
anomeric/σ-π stereoelectronic hypothesis.143 Consis-
tent with these QM calculations, off-resonance Ra-
man studies of UDG complexed with 2′-fluorodeoxy-
uridine substrate analogue DNA showed a 34 cm-1

decrease in the uracil C2-O2 carbonyl stretch fre-
quency resulting from the strong hydrogen bond to
His187 (see above), indicating increased C2-O2
single bond character. However, this very sensitive
method provided no evidence for loss of aromaticity
of the uracil ring, which is inconsistent with the
presence of a highly populated bent state in solution.
These computational and experimental results are
most simply explained by ground-state destabiliza-
tion involving the anomeric effect, and conventional
resonance stabilization of the developing negative
charge on N1 through conjugation of its lone pair
electrons to the π system of uracil O2. We conclude
that if the distorted conformation is present in
solution, it is a high-energy state that is not observ-
able by NMR or Raman spectroscopy. The discrep-
ancies between the solution and crystallographic
measurements are not yet resolved.

Although there is no crystal of TDG bound to DNA,
the crystal structure of MUG bound to DNA contain-
ing the substrate analogue, 2′-fluoro-2′-deoxyuridine
reveals some interesting similarities to the UDG
complex with ΨdU-DNA.99 First, the sugar pucker
is in a nearly identical 3′ exo conformation, suggest-
ing a similar sugar preorganization strategy as UDG.
It is likely that the similar DNA backbone distortions
in UDG and MUG are used to drive the sugar into
this conformation, thereby coupling the base flipping
process to catalysis. In the MUG structure, there is
also a rotation of the uracil ring around the glycosidic
bond, but this induced change is only about 45° as
compared to the 90° rotation in the UDG-ΨdU
structure (Figure 14B). Thus, the orientation of the
uracil base with respect to the sugar is not optimal
for coupled anomeric/σ-π interactions as proposed
for UDG. Given these observations, it would seem
that the activation barrier decrease provided by the
MUG active site involves ground-state destabilization
of the sugar, conformational facilitation of the ano-
meric effect, stabilization of electron density on the
base through the formation of hydrogen bonds be-
tween the exocyclic carbonyl groups of the base and
main chain amide groups of the enzyme, and, pos-
sibly, favorable electrostatic interactions of a dis-
sociative transition state with the DNA phosphodi-
ester backbone (see below).

Figure 17. Structure of the UDG substrate analogue ΨdU
(see also Figure 14A) and depiction of coupled p-σ*/σ-π
orbital interactions. Adapted from refs 143 and 111.
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5. Substrate Autocatalysis: The Contribution from
Phosphodiester Electrostatics

A recent QM/MM computational study that calcu-
lated the complete reaction surface for deoxyuridine
hydrolysis in the active site of UDG concluded that
electrostatic interactions between the cationic sugar
and the phosphodiester backbone of the DNA sub-
strate provided a stabilizing effect of 17.5-21.9 kcal/
mol, and provided essentially all of the energetic
basis for UDG catalysis 144 (Figure 14A). Although
the importance of these interactions was qualitatively
supported by extensive experimental studies, the
maximal combined electrostatic contribution from
these groups was estimated to be no greater than
6.3-8.3 kcal/mol.145,146 The experimental estimates
were obtained from investigations of UDG’s reactivity
on a simple deoxyuridine substrate that contained
no phosphodiester groups at all, and also using sub-
strates that contained single stereospecific meth-
ylphosphonate (MeP) substitutions at the +2, +1, -1,
and -2 positions (see Table 4 for nomenclature),
thereby removing the negative charges that were
implicated to be essential in the computational work.
Evidence that the phosphodiester electrostatic inter-
actions were especially important in stabilizing the
cationic sugar in the transition state and intermedi-
ate was obtained from a plot of log kcat/Km for the
series of MeP substituted substrates against log Ki
for binding of an identical DNA that contained a
cationic 1-azadeoxyribose transition-state analogue
instead of dU (Figure 18). A linear correlation of unit

slope was obtained, confirming that the electronic
features of the transition-state resembled that of the
cationic 1-azadeoxyribose inhibitor and that the
anionic backbone of DNA was used in transition-state
stabilization. In contrast, the correlation between log
kcat/Km and log Km for the substrate showed a slope
of only 0.5, indicating that phosphate interactions
had a much lesser effect in ground-state binding.
These differential effects in the ground state and

transition state are required for an interaction to
lower the activation barrier and provide credible
evidence that the charged DNA backbone can play a
major role in such reactions. It is likely that other
glycohydrolases that act on DNA or RNA substrates
will use similar catalytic strategies that take advan-
tage of the electronic features of the substrate.
Indeed, the 3′ and 5′ DNA phosphodiesters of the
cognate nucleotide of MUG are poised even closer to
anomeric carbon than the same groups in the UDG
active site, suggesting that such a mechanism could
easily be operative.

B. A Bifunctional Pyrimidine Specific
Glycosylases: PDG

Endonuclease V from T4 phage is the most thor-
oughly studied bifunctional thymine dimer glycosy-
lase/lyase. Such enzymes have also been isolated
from the single-celled algae Chorella,147 yeast, and
other eubacteria.148 The catalytically inactive E23Q
enzyme was cocrystallized with thymine dimer-
containing DNA in 1995, which has provided the
largest reservoir of data for mechanistic interpreta-
tions of this enzyme’s activity (Figure 14C). This
structure and biochemical studies149-151 have estab-
lished that the amino terminal threonine serves as
the amine nucleophile that attacks the anomeric
carbon of the 5′ thymine of the dimer. However, the
specific roles of three other active site groups that
are observed in the crystal structure remain ambigu-
ous (Arg22, Arg26, and Glu23).152 Part of the problem
in inferring mechanism from the crystal structure
arises from the rather large distance between the
amine nucleophile and the anomeric center (3.9 Å),
and its unusual angle of attack with respect to the
departing leaving group. This distance and geometry
suggests that an early conformation on the reaction
coordinate has been trapped and that further struc-
tural rearrangements are required to facilitate the
reaction chemistry. In addition, the catalytic Glu23
(which was mutated to glutamine to obtain the
structure) is located almost equidistance from thym-
ine O2 and O4′ of the sugar (∼2.7 Å), giving rise to
multiple proposals for its catalytic role. One proposal
is that it serves as a proton donor to thymine O2 in
the ground state, which is problematic given the
extremely low pKa of O2,33 but certainly becomes a
viable mechanism in a concerted transition state,
where the pKa of O2 increases significantly (see
discussion above for UDG). A second proposal is that
Glu23 hydrogen bonds to O4′, thereby increasing the
electrophilicity of C1′, which would promote attack
of the amino group of Thr2 at C1′ in a associative
ANDN mechanism.152 This precarious activation mech-
anism requires that the enzyme balance the leaving
group potential of the N1 nitrogen of thymine and
O4′ of the sugar. Both proposals require a high pKa
Glu23, and consistent with this, computational stud-
ies predict a large 6 unit increase in the Glu23 pKa
upon DNA binding due to electrostatic effects.152 A
favorable electrostatic role for Arg22 and Arg26 in
stabilizing the negatively charged leaving base has
also been proposed on the basis of this computational
work. It should be pointed out that the thymine

Figure 18. Stable chemical mimics of the glycosyl cation
transition state and the abasic product of DNA glycosylase
reactions.
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dimer does not possess the aromaticity of the uracil
ring due to the reduced C5-C6 double bond, and
therefore, electron release into the pyrimidine must
be localized on N1 or O2. Electrostatic interactions
of these arginines with this localized negative charge
may fulfill a similar catalytic role as the strong
hydrogen bond between the active site histidine of
UDG and uracil O2. One reasonable, but by no means
the xclusive mechanism for this enzyme, is depicted
in Figure 19.

In summary, if the proposed mechanisms for PDG
are correct, then there would appear to be a large
change in transition state structure for this enzyme
as compared to UDG. It is possible that the greater
nucleophilicity of the amine nucleophile as compared
to water, and its rigid positioning in the enzyme
active site by covalent bonding, may play a role in
pushing the transition state to an earlier point on
the reaction coordinate than observed with the
monofunctional enzymes. These conjectures are far
from being established.

C. Purine Specific Glycosylases: MutY, HOGG1,
and FPG

1. General
As discussed in the introductory sections on non-

enzymatic hydrolysis reactions, enzymatic excision
of purine bases is a distinct chemical problem from
the analogous pyrimidine reactions due to the dif-
ferent acid-base properties of purine bases. As
paradigms for these reactions, we will look at the
adenine specific glycosylase, MutY, and two bifunc-
tional glycosylase/lyase enzymes, hOGG1 and FPG,
that recognize 8-oxoguanine opposite to cytosine in
DNA. Together, these enzymes represent the cellular
armament to combat the deleterious effects of the
oxidized base, 8-oxoguanine (8-oxoG) in DNA.122 The
biological functions of the human enzyme, hOGG1,
and its bacterial counterpart, FPG, are to excise
8-oxoG before the DNA is replicated, as DNA poly-
merases will readily insert adenine opposite to
8-oxoG using the Hoogsteen hydrogen bonds of syn
8-oxo-dG.153 The role of MutY is to excise any adenine
that has been mistakenly incorporated opposite to
8-oxo-dG during DNA replication, thus providing a
second line defense to combat accumulation of this
mutagenic lesion. The bacterial MutY and hOGG1
are both helix-hairpin-helix superfamily mem-
bers,98,126 but FPG belongs to its own structural
family and has recently been cocrystallized with DNA

by a number of groups.100,154,155 As with most DNA
repair enzymes, the discussion of mechanism for
these examples relies heavily on structural interpre-
tations and mutagenesis experiments.

2. Leaving Group Activation

A crystal structure of MutY bound to DNA has not
yet been reported, but a structure of the enzyme
bound to the product base adenine has been de-
scribed.126 Like many purine nucleoside hydrolases
and phosphorylases,157 MutY shows an acidic group
(Glu37) directed at the N7 nitrogen of the adenine
ring, the removal of which abolishes enzyme activ-
ity.157 It is interesting that N7 is the site of leaving
group protonation by these enzymes, as the N1
position is the easiest to protonate in solution.
Instead, MutY forms specificity hydrogen bonds to
N6 and N1 of the adenine base utilizing a conserved
glutamine residue (Gln182). Thus, the inference from
this arrangement is that MutY may protonate the
leaving base in a preequilibrium step before nucleo-
philic attack by water, or before leaving group
departure in a DNAN mechanism. This type of mech-
anism would be quite distinct from the pyrimidine
enzymes, where full proton transfer does not occur
(see above).

There is no structural information of FPG bound
to DNA containing an 8-oxoG base, but the structure
of a hOGG1 substrate complex has been solved which
provides insights into how both of these enzymes may
facilitate cleavage of the glycosidic bond of 8-oxoG
(Figure 19A).98 A priori, it might be expected that
enzymatic activation of the 8-oxoG base would in-
volve strong hydrogen bonding to the 8-carbonyl
group, which would make the base electron deficient
and destabilize the glycosidic bond. Surprisingly, the
crystal structure shows that the enzyme is completely
devoid of interactions with this position, which is the
most conspicuous handle to distinguish 8-oxoG from
guanine. Instead, the only apparent discriminating
interaction with the base is the hydrogen bond
between N7-H and the carbonyl group of Gly42. It
seems improbable that the exquisite specificity of the
enzyme for 8-oxoG can be explained by this single
hydrogen bond, and the absence of interactions that
would facilitate leaving group departure is an un-
satisfying outcome from this structure. As suggested
below, it may be that hOGG1 uses hydrogen bonding
with the 4′ OH of the ring opened sugar to facilitate
leaving group departure.

Figure 19. Possible reaction mechanism for the bifunctional glycosylase T4 PDG. This mechanism is adapted from ref
152.
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3. Nucleophile Activation

MutY is a prototypic monofunctional HhH glyco-
sylase158 and, therefore, possesses a highly conserved
aspartate residue (Asp138) that has been implicated
in activating the water nucleophile or in stabilization
of the cationic sugar in a dissociative transition
state.126,159 The latter role is not supported because
the binding affinity of the enzyme for a cationic
pyrrolidine abasic site analogue (65 pM)160 is similar
to an uncharged tetrahydrofuran abasic site analogue
(45 pM)161 and also falls in a similar range as a series
of stable substrate analogues (50-280 pM).162,163 The
tightest binding inhibitor of MutY yet found is the
pyrrolidine analogue in which the adenine base is
attached through a methylene linkage (KD < 1 pM).160

However, it is not clear whether this compound is a
glycosyl cation mimic because the 4′-imino group is
expected to have a low pKa of about 6.5 based on the
closely related phenyliminoribitol,164 and therefore
may not be cationic in the enzyme active site.

In contrast with MutY, both hOGG1 and FPG use
amine nucleophiles to attack the anomeric carbon.
For hOGG1, a lysine is employed, as found in another
HhH family member, EndoIII.165 FPG uses its N-
terminal proline residue,166,167 as found in another
closely related enzyme, Endonuclease VIII, which
removes oxidized pyrimidines.168 It is not known
whether these amine groups are in the protonated
or deprotonated states in the ES complexes, but the
neutral forms clearly have to serve as the nucleo-
philes in these reactions. Although low pKa lysines
are unusual,169 it is possible that the active site
environment of hOGG1 promotes formation of such
a species. Moreover, it is highly likely that the
N-terminal proline of FPG is in the required neutral
protonation state because N-terminal amines have
pKa values near neutrality, and a low pKa N-terminal
proline general base (pK ) 6.4) has been previously
established for the enzyme 4-oxalocrotonate tau-
tomerase.170 Supporting the notion of low pKa values
for the nucleophilic groups of hOGG1 and FPG, there
are no groups nearby that could reasonably serve as
a general bases to deprotonate these amine nucleo-
philes, although a conserved aspartate (Asp268) of
hOGG1 could conceivably fulfill this role if this group
were rotated 180° around its ø1 axis (Figure 20A). If
so, then Asp268 would be fulfilling the same general
base role as proposed for the conserved aspartate
groups in other HhH family members such as MutY
(see above) and AlkA (see below). As described below,
an alternative role for this group as a general acid is
also compatible with the current structural and
biochemical data.

4. Possible Mechanisms for MutY, HOGG1, and FPG

Given the limited mechanistic and structural data,
it is difficult to confidently conclude where on the
reaction coordinate the MutY transition state lies.
The prevailing evidence, base primarily on structural
insights and chemical mimicry of the transition state
(see above), would seem to indicate a more associative
mechanism involving leaving group activation by
protonation at N7 and water activation by a con-
served aspartate. Without additional information on

the interactions of the enzyme with the sugar and,
preferably, KIE measurements, the detailed mecha-
nism will remain ambiguous. It should be pointed out
that KIE studies have been performed on the RNA/
DNA adenine glycosylase, ricin A chain, which have
indicated a highly dissociative mechanism for this
functionally related enzyme.133,171

A unified catalytic mechanism for the glycosylase
reactions of hOGG1 and FPG can be proposed on the
basis of the crystal structures of these enzymes bound
to 8-oxo-dG containing DNA and a propyl abasic site
analogue, respectively.98,155 For the crystallographic
studies with hOGG1, the catalytic lysine was mu-
tagenized to glutamine to prevent catalytic turnover,
and we have modeled the native lysine residue into
the crystal structure in the depiction shown in Figure
19A. For FPG, we have reconstructed the full sugar
and 8-oxoguanine base from the propyl abasic site
analogue used in the crystallization, using the base
orientation observed in the hOGG1 structure (Figure
19B). As can be seen in these models, both enzymes
have a carboxylic acid residue positioned that would
allow protonation of O4′ of the sugar as the proline
or lysine nucleophile attacks the anomeric carbon to
form an aminal intermediate. In both structures, the
observed angle of attack of the amine nucleophile, is
highly unfavorable for C-N bond cleavage, suggest-
ing that the first step for both of these enzymes could
involve expulsion of the O4′ leaving group facilitated
by general acid catalysis, rather than cleavage of the
C-N glycosidic bond, as shown in Figure 20A for
hOGG1. Thus, expulsion of the 8-oxoG leaving group
could occur in the subsequent step of forming the
protonated Schiff base intermediate. The catalytic
carboxylate could now stabilize the cationic Schiff
base intermediate through a favorable electrostatic
interaction, providing the thermodynamic driving
force for expulsion of the base. An attractive feature

Figure 20. Selected active site interactions of hOGG1 and
FPG (PDB accession codes 1EBM and 1KFV, respectively).
(A) The residue lys249 of hHOGG1 was modeled into the
crystal structure of the K249Q mutant. (B) The sugar and
8-oxoG base were modeled onto the structure of FPG bound
to a hydroxypropyl abasic site analogue.
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of this mechanism is that cleaving the sugar first
allows the proton that is attached to O4′ to stabilize
the developing negative charge on the 8-carbonyl
group during the glycosidic bond cleavage step,
thereby solving the structural enigma of no hOGG1
interactions with the 8-carbonyl group (Figure 19A).
This interaction would provide a highly specific
mechanism for cleavage of the glycosidic bond of
8-oxoG but not dG. For hOGG1, the Verdine group
has proposed two distinct mechanisms involving
C-N bond cleavage before C-O bond cleavage (Fig-
ure 20B,C),29,98 and as of yet, the relative merits of
these two mechanisms have not been tested.

D. Alkylated Purine Specific Glycosylases: AlkA,
AAG, and TAG

1. General

Alkyl purine specific DNA glycosylases represent
the most catalytically feeble of the DNA glycosylase
enzymes, due to the large knon values for the nonen-
zymatic reactions (Figure 2). Thus, the enzymatic
mechanisms for recognition and removal of lesions
with such unusual reactivity and electronic structure
would be expected to differ considerably from the
previous examples with neutral bases. The three
alkyl purine specific enzymes discussed here repre-
sent the currently known spectrum of enzymatic
solutions to these problems. AlkA and TAG both
belong to the helix-hairpin-helix superfamily of
DNA glycosylases, and thus share a similar fold, but
as detailed below, distinct specificities and catalytic
mechanisms. The human counterpart, AAG, has an
entirely different fold but shares the broad substrate
specificity and mechanism of AlkA (Table 2).

2. Leaving Group Interactions: The Aromatic π-Cation
Hypothesis

As first pointed out by Lindahl, enzymatic removal
of alkylated bases need not involve profound mech-
anisms for leaving group activation, as these bases
are electron-deficient and prone to spontaneous hy-
drolysis at comparatively rapid rates.172 For AlkA and
AAG, this prediction appears to be verified, as the
active site pockets of these enzymes possess no
obvious polar groups that could form strong hydrogen
bonds to the electronegative acceptor groups on the
base. They also possess no specialized binding pock-
ets for the alkyl modification, presumably because
such a diverse array of damaged base are removed
by these enzymes.110 In fact, the active sites are lined
with conserved tryptophan and tyrosine residues that
form stacking and edgewise interactions with the
damaged cationic base. On the basis of the aromatic
character of the active sites, it has been proposed that
these enzymes use aromatic π-cation interactions to
attract the cationic damaged base into the active site,
and thus discriminate cationic damaged purines from
neutral undamaged purines.109 Such interactions can
be quite strong, and computational studies investi-
gating similar Arg-Trp interactions in many proteins
have found an average strength of about -3 kcal/
mol,173 which if true for alkyl base recognition, might
lead to significant specific binding energy for a

cationic base.174 However, it should be kept in mind
that there exists no structure of a cationic nucleotide
bound to any of these enzymes, partly because of the
difficulty in synthesis of stable analogues for these
substrates. Thus, the structural information is not
strong and relies on chemical intuition and modeling
of alkylated bases into a crystallographic model.
Nevertheless, modeling 3-methyladenine into the
crystal structure of AlkA bound to DNA containing
the transition state mimic, 1-azadeoxyribose, sug-
gested that a tryptophan residue stacked with the
cationic base (Figure 21A).159 Similarly, the structure
of a catalytically neutered mutant of AAG with DNA
containing the neutral substrate, 1,N6-ethenoad-
enine, showed a stacking interaction between a
tyrosine and histidine side chain of the enzyme and
the base (Figure 21B).175 It should be kept in mind
that true π-cation interactions require partial charge
transfer from the HOMO of the aromatic ring to the
LUMO of the base. Such interactions will be most
energetically favorable when there is a large overlap
area between the donor and acceptor, close interpla-
nar spacing (<3.4 Å), and an almost perfect parallel
stacking arrangement.176 Since there are no struc-
tures with cationic bases bound in the active sites of
these enzymes, it is impossible to know if these
requirements are met.

Can the π-cation interaction provide a large
amount of binding specificity? If we define specificity
as the ratio of the binding constant for the cationic
alkylated base as compared to the normal neutral
base and we assume that there is no special recogni-
tion of the alkyl modification as suggested by the
available structures, then specificity would in part
depend on the relative energetics of the π-cation
versus the π-π stacking interactions for these bases.
In fact, all DNA glycosylases that recognize neutral
cognate bases show an aromatic stacking interaction
between an active site group and the base, which
suggests a favorable π-π stacking energy in such
cases. Although the π-cation interaction with an
alkylated base may be stronger than the π-π inter-
action with a neutral base of identical structure, this
interaction would not appear to lend itself to exquis-
ite discrimination between neutral and cationic bases.
Consistent with this, AAG binds tightly to DNA
containing the neutral bases, εA and hypoxanthine,
as well as cationic bases such as 7-methylguanine
and 3-methyladenine.30,106

An alternative mechanistic view that has not been
considered to our knowledge is that the nonpolar
active sites of these alkylated base specific enzymes
provide an environment that promotes ground-state
electrostatic strain, thereby selectively lowering the
activation barrier for glycosidic bond cleavage of
cationic nucleobases. In this mechanism, substrate
binding energy is used to drive the cationic damaged
base into an active site of low dielectric, where it is
then destabilized. As the glycosidic bond is broken
and the electrons are released into the aromatic
system of the base, the electrostatic strain decreases
and the departing base, which is now neutral, binds
more tightly as the transition state is approached.
Thus, the nonpolar environment lowers the activation
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barrier by straining the charged ground state and
binding tightly to the neutral base in a dissociative
transition state. This would provide a plausible
mechanism to promote specificity at the catalytic step
because neutral bases would bind tightly in the
ground state, and more weakly as the anionic transi-
tion state is approached, which is anticatalytic. More
mechanistic studies need to be performed before
these alternative proposals can be confirmed or
dismissed, but given the small catalytic powers of
these enzymes, such a ground state strain mecha-
nism could easily account for the observed rates and
specificities.

A new example of alkylated base recognition and
cleavage has been revealed from the solution struc-
ture and 3-methyladenine binding studies of TAG,
the second enzyme in E. coli that removes 3-methyl-
adenine from DNA.177,178 Although it only shows 10%
overall sequence identity with AlkA, the structure
revealed that TAG shared the helix-hairpin-helix
structural motif that is the hallmark of this DNA
repair superfamily, and contained a novel structural
zinc binding site that tethered the amino and car-
boxyl termini together.178 (At almost the same time,
a computational study also proposed that TAG was

a member of this superfamily.).179 From monitoring
backbone amide chemical shift changes upon 3-meth-
yladenine binding, the damaged base binding pocket
was assigned to an extremely aromatic rich pocket,
reminiscent of AAG and AlkA.177 However, some
interesting differences were observed. First, TAG has
a conserved glutamate residue that is also found in
the adenine binding pocket of MutY. In the crystal
structure of MutY bound to adenine,126 this group
forms hydrogen bonds with the N6 and N7 positions
of the base, suggesting that TAG may using a similar
recognition strategy for 3-methyl adenine. [However,
this group is also close enough to the sugar binding
site that it may serve as a general base to activate
the attacking water (see below).] Assuming the same
role as in MutY, this group could lower the activation
barrier by donating a proton or hydrogen bond to N7.
Second, it was found that the neutral 3-methylad-
enine base bound specifically and tightly to TAG by
an induced fit mechanism (KD ) 60 µM), whereas
binding of the normal base adenine could not be
detected.177 This result reflects on the π-cation
hypothesis because it directly demonstrates that the
TAG active site can specifically recognize a 3-meth-
yladenine base even when it has no positive charge.

Figure 21. Three possible reaction mechanisms for hOGG1 involving (A) C1′-O4′ bond cleavage before glycosidic bond
cleavage utilizing Asp268 as a general acid, (B) C1′-N9 bond cleavage before sugar ring opening utilizing Asp268 as a
general base, and (C) C1′-N9 bond cleavage by a DN + AN mechanism utilizing Asp268 as an electrostatic catalyst.

Chemistry of DNA Repair Glycosylases Chemical Reviews, 2003, Vol. 103, No. 7 2755



Clearer illumination of the recognition mode for this
enzyme awaits further structural and mechanistic
studies.

3. Water Activation and Stabilization of the Cationic
Sugar

The crystal structures of the AlkA and AAG
complexes with DNA suggest different transition
state structures for these two enzymes. Potential
mechanisms for stabilization of an oxacarbenium-like
transition state are indicated for AlkA, while for
AAG, a mechanism for activating a water nucleophile
is indicated. For AlkA, the 1-azadeoxyribose transi-
tion state analogue is found in a 3′-exo sugar pucker,
with a conserved aspartate side chain poised beneath
the sugar (Figure 21A).159 This arrangement is
remarkably similar to the UDG complex with ψdU
(see above) and suggests that AlkA may also use
substrate binding energy to strain the sugar into a
conformation that is favorable for oxacarbenium ion
formation. In addition, the 3′ phosphodiester of the
1-azadeoxyribose is located 3.8 Å from the anomeric
position which could provide electrostatic stabiliza-
tion of a glycosyl cation. Diverging from the UDG
mechanism, there is no water molecule visible in the
electron density, and indeed, the catalytic aspartate
is positioned only 3.2 Å from the anomeric center,
which precludes positioning of an intervening water
molecule. The arrangement of the AlkA active site
seems architecturally consistent with a DN*AN type
of mechanism, although structures of high-energy
transition states cannot be reliably predicted from
stable ground-state complexes. The AAG structure
with ethenoadenine (εA) containing DNA shows a
near identical sugar pucker at the target base as
AlkA (Figure 21B),175 but strong electrostatic stabi-
lization mechanisms do not appear to be in place: the
catalytic glutamate of AAG and both the 3′ and 5′
phosphodiester groups of εA are located greater than

4.5 Å away from the anomeric center. Finally, there
is strong electron density for a water nucleophile
wedged between the catalytic glutamate and the
anomeric carbon, which may suggest a more associa-
tive ANDN type mechanism for the AAG catalyzed
cleavage of εA.

The NMR structure of TAG presented a mechanis-
tic surprise with respect to water activation and
cationic sugar stabilization by this enzyme. Previous
to this structure, it was believed that all HhH
superfamily glycosylases possessed a conserved as-
partate residue that served to deprotonate water or
stabilize the positive charge that develops on the
sugar.158 On the contrary, TAG has no aspartate
group in the vicinity of the conserved aspartate
observed in the structures of other HhH members.177

This is an intriguing observation that has not been
explained to date.

4. Envisioning the Transition State for Alkyl Purine
Glycosylases

A hint at the transition state structure for AlkA
has been provided through the use of chemical
mimics of the oxacarbenium ion.161,181 These mimics
contain cationic nitrogen atoms at the C1′ or O4′
positions of the sugar which mimic the delocalized
positive charge on C1′-O4′ in a dissociative transi-
tion state. Such analogues have been widely em-
ployed to inhibit various glycosidases that act on
pyranose or furanose sugars,181,182 and the Verdine
group extended this design concept to DNA glycosy-
lases by incorporation of the 4-azadeoxyribose pyr-
rolidine analogue into DNA using standard phos-
phoramidite chemistry (Figure 18).160 Ichikawa later
synthesized the 1-azadeoxyribose analogue (Figure
18),181 which was also incorporated into DNA and
tested as a transition-state mimic of AlkA (as well
as UDG).159,183 Both oxacarbenium analogues were
found to bind to AlkA with picomolar affinities, while
a uncharged tetrahydrofuran abasic analogue bound
2800 times more weakly (Figure 18).161 These find-
ings are consistent with the hypothesis that AlkA
follows a reaction course that includes a significant
amount of charge development on the sugar ring.

VII. Concluding Remarks

The importance of DNA glycosylases in biology and
medicine continues to expand as our understanding
of their functions increases. New discoveries are
constantly uncovering new and surprising biological
roles for these enzymes beyond their classical func-
tion of combating genetic mutations. Some recent
examples are the central role of UDG in generating
somatic hypermutation during development of the
antibody response to antigen,184 its role in the cell
killing mechanism of antifolate drugs,185 and the
emerging realization that UDG plays an essential
role in the life cycles of several viruses that affect
human health.186 There is also a growing appreciation
that progression of cancer involves mutations in DNA
repair genes,187,188 thereby increasing the genetic
plasticity of tumor cells, which may play a role in
allowing these cells to rapidly develop resistance to

Figure 22. Selected active site interactions of the alky-
lated purine specific enzymes, AlkA and AAG (PDB acces-
sion codes 1DIZ and 1EWN, respectively). (A) The complex
of AlkA with 1-azadeoxyribose containing duplex DNA. (B)
The complex of AAG with εA containing DNA.
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chemotherapeutic agents. There is considerable in-
terest in using DNA repair proteins in gene therapy
applications to enhance the effectiveness of cancer
chemotherapeutic regimes.189,190 We anticipate that
further diverse roles and applications for these
enzymes will emerge in the years that follow.

What mechanistic questions remain for DNA gly-
cosylases? The answer to this question is straightfor-
wardsmany. However, the age of structural biology
is winding down for these enzymes, and the remain-
ing important questions will require methods that are
capable of linking the structural observations to
binding energysthe basic currency that all biological
molecules use to perform useful work. New methods
should be employed to understand the site searching
mode for these enzymes in protein-coated cellular
DNA, and the tools of spectroscopy and kinetic
isotope effects should be applied to other representa-
tive glycosylases so that the chemical mechanisms
for enzymatic cleavage of the complete spectrum of
damaged bases can be ascertained. With such infor-
mation in hand, we predict small molecules that
modulate the activities of these enzymes will emerge.
Such molecules could help unravel the roles of DNA
repair pathways in apoptosis, cancer progression, and
anticancer drug efficacy.
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IX. Abbreviations
AAG human alkyl purine DNA glycosylase
AlkA E. coli alkyl purine DNA glycosylase II
2-AP 2-aminopurine
KIE kinetic isotope effect
MUG E. coli mismatch uracil DNA glycosylase
8-oxoG 8-oxoguanine
PDG pyrimidine dimer DNA glycosylase
TAG E. coli 3-methyladenine DNA glycosylase I
T4 PDG pyrimidine dimer DNA glycosylase from T4

phage
TDG human thymine DNA glycosylase
UDG uracil DNA glycosylase
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